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1  WLAN Solution Overview

1.1  Background

1.1.1  Technological Background

A wireless local area network (WLAN) refers to the network where high radio frequency signals (for example, 2.4 GHz or 5 GHz) are used as transmission channels. 

IEEE 802.11 is a standard for implementing WLAN communication. This standard is continuously revised and perfected to form a set of standards. IEEE 802.11 includes 802.11, 802.11a, 802.11b, 802.11e, 802.11g, 802.11i, and 802.11n. 802.11b is also called Wi-Fi standard. 802.11n has become the mainstream technology because it is compatible with 802.11a/b/g and it supports high bandwidth. The 802.11ac technology will lead wireless services into the GE era and provide users with GE access speed.

Table 1-1 Introduction to 802.11

	Name
	Release Date
	Working Frequency
	Theoretical Rate
	Actual Rate
	Remarks

	802.11b
	1999
	2.4 GHz
	11 Mbit/s
	6 Mbit/s
	This is an earlier standard.

	802.11a
	1999
	5.0 GHz
	54 Mbit/s
	22 Mbit/s
	This standard is rarely used.

	802.11g
	2003
	2.4 GHz
	54 Mbit/s
	22 Mbit/s
	This is an earlier standard.

	802.11n
	2009
	2.4/5.0 GHz
	150 Mbit/s
	75 Mbit/s
	When 802.11n is used together with the MIMO technology, the theoretical rate can reach 600 Mbit/s.

	802.11ac
	2012
	5.0 GHz
	1 Gbit/s
	400 to 500 Mbit/s
	802.11ac is a next generation standard of 802.11n.

	802.11ad
	Under developing
	60 GHz
	7 Gbit/s
	Under developing
	802.11ad will be used by high  definition (HD) family terminals.


1.1.2  Enterprise Wireless Campus Network Requirements

As the wireless network technology develops and the number of mobile terminals keeps rising, enterprise campus networks have developed from the earlier wired networks, to combined wired and wireless networks, to the current ubiquitous wireless networks. 

Figure 1-2 Wireless trend of enterprise campus networks
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Wireless networks cover a variety of places, user behaviors on networks are complex, and enterprises have high requirements on network security and quality. Therefore, when planning a WLAN, you must consider the following factors: network communication quality, network security, reliability, unified management, and the wireless access authentication, authorization and accounting demands for some industries.

1.2  WLAN Concepts

1.2.1  Network Architecture Models

WLAN architecture is classified into the following types:

· Distributed architecture (fat AP)

· Centralized architecture (fit AP)

Table 1-2 provides a comparison between fat and fit APs.

Table 1-2 Fat AP and fit AP comparison

	Item
	Fat AP Solution 
	Fit AP Solution

	Applicable scenario
	Small-scale enterprises and residential users
	Enhanced management

	Security
	Traditional encryption and authentication
	High security: security policies based on user locations

	Network management
	Configuration file needs to be delivered to each AP independently.
	AP configuration is performed on the AC. No configuration is performed on the AP, which facilitates maintenance.

	User management
	Rights are distinguished based on wired ports of APs.
	Rights are distinguished based on user names.

	WLAN networking scale
	L2 roaming and small-scale networking
	L2 and L3 roaming and large-scale networking

	Value-added service capability
	Data services
	Various services


Distributed architecture

In distributed architecture, fat APs implement wireless access. The AC is not required, as shown in Figure 1-2.

Figure 1-3 Distributed architecture
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The autonomous architecture is widely used in the early days of networking. As a large number of APs are deployed, AP configuration and software upgrades bring high costs. Therefore, this architecture is used in fewer applications.
Centralized architecture

In this architecture, an AC manages and controls multiple APs (fit APs) in a centralized manner, as shown in Figure 1-3. The AC and APs implement wireless access.

· The AC implements functions including mobility management, identity verification, VLAN assignment, radio resource management, wireless Intrusion Detection System (IDS), and data packet forwarding.

· APs control air interfaces, including radio signal transmission and detection response, data encryption and decryption, data transmission acknowledgement, and data priority management.

Figure 1-4 Centralized architecture
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The AC and APs communicate through CAPWAP. They can be directly connected or connected across a Layer 2 or Layer 3 network. CAPWAP is a UDP-based application layer protocol. CAPWAP messages are classified into control messages and data messages:

· Control messages are exchanged between an AC and AP. These messages are used during the following operations:

· The AP discovers an AC.

· The AC authenticates the AP.

· The AP obtains the software version from the AC.

· The AP obtains the configuration from the AC.

· Data messages are encapsulated.

Control messages and data messages use different UDP port numbers. CAPWAP can use DTLS encryption to ensure communication security.

In the centralized architecture, the AC and APs implement wireless access. The centralized architecture is the mainstream architecture of enterprise networks and carriers because it allows centralized management, authentication, and security management. The centralized architecture solution is the main enterprise solution.

In fit AP mode:

· You can use the centralized or distributed AC solution.

· You can use the branched mode or chain mode.

· You can use an integrated AC or independent AC.

· You can use independent forwarding or centralized forwarding.

1.2.2  Centralized AC and Distributed AC

Based on the AC deployment mode, two AC deployments are available: centralized AC deployment and distributed AC deployment.

Centralized AC Deployment

In the centralized AC deployment mode, independent ACs are deployed to manage APs on the network. An AC can be deployed in chain mode (between an AP and an aggregation or a core switch) or in branched mode (the AC is connected to only the aggregation or core switch).

Figure 1-5 Centralized AC deployment
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Distributed AC Deployment

In distributed AC deployment mode, multiple ACs are deployed in different areas to manage APs. This mode integrates AC functions on an aggregation switch to manage all the APs connected to the aggregation switch, without using an independent AC.

Figure 1-6 Distributed AC deployment
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Table 1-3 provides a comparison between centralized AC and distributed AC.

Table 1-3 Centralized AC and distributed AC comparison

	AC Deployment
	Advantage
	Disadvantage

	Centralized
	· Saves on costs.

· Simplifies capacity management.

· Facilitates management because fewer service termination points are required.

· Simplifies deployment for roaming between APs.

· Simplifies O&M and allows for centralized management and flexible configuration.
	Network deployment between the AC and AP is complex.

	Distributed 
	Network deployment between the AC and AP is simple.
	· Requires high cost.

· Requires roaming between ACs unless roaming is not required.

· O&M costs are high.


1.2.3  Branched Mode and Chain Mode

Based on the location of ACs on the network, two deployment modes are available: branched mode and chain mode.

Branched Mode

In branched mode, an AC is deployed at the side of a user gateway (aggregation or core switch) to manage all the APs connected to the user gateway. 

The branched mode applies to networks using non-Huawei aggregation/core devices. This mode is applicable for network reconstruction or constructing of medium- and large-sized campus networks.
Figure 1-7 AC deployment in branched mode
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Chain Mode

In chain mode, an AC is deployed between an AP and a user gateway (aggregation or core switch) to manage all the APs. 

The chain mode applies to new small- or medium-sized networks or existing networks using Huawei aggregation or core devices.

Figure 1-8 AC deployment in chain mode
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1.2.4  Integrated AC and Independent AC

Based on the AC hardware type, two types of ACs are available: integrated AC and independent AC.
Integrated AC

The integrated AC solution uses the integrated AC card on a switch but not an independent AC to manage all the APs connected to the switch. 

In the integrated AC solution, the centralized architecture is used and fit APs connect to STAs. The SPU on the switch functions as an AC to manage APs.

Independent AC

The independent AC solution uses an AC connected to a gateway in chain or branched mode to manage all the APs. 

In the independent AC solution, the centralized architecture is used and fit APs connect to STAs. The independent AC manages APs.

Table 1-4 provides a comparison between integrated AC and independent AC.

Table 1-4 Comparison between integrated AC and independent AC

	AC Hardware Type
	Advantage
	Disadvantage

	Integrated AC
	Simplifies deployment and saves on costs.
	Allows for a comparatively smaller number of users.

	Independent AC
	Provides large capacity and high performance WLAN networks.
	Requires high costs.


1.2.5  Local Forwarding and Centralized Forwarding

Based on the way in which APs process user data, two forwarding modes are available: local forwarding and centralized forwarding.

Local Forwarding

Local forwarding is also called direct forwarding. APs directly forward data streams to the upper layer, but do not forward it to the AC. AC is only responsible for AP management. Management streams are encapsulated in a CAPWAP tunnel and sent to the AC. 
Figure 1-9 Networking diagram of local forwarding
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Centralized Forwarding

Centralized forwarding is also called tunnel forwarding. Service data packets are encapsulated by APs, transmitted to the AC, and forwarded by the AC. The AC manages the APs and forwards traffic of APs. Management streams and data streams are encapsulated in a CAPWAP tunnel and sent to the AC.
Figure 1-10 Networking diagram of tunnel forwarding
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Table 1-5 provides a comparison between local forwarding and centralized forwarding.

Table 1-5 Comparison between local forwarding and centralized forwarding

	Forwarding Mode
	Advantage
	Disadvantage

	Local forwarding
	The deployment is simple and the AC load is low because data traffic does not pass through the AC.
	-

	Centralized forwarding
	All traffic passes through the AC, so the AC can enforce security policies in a centralized manner according to service requirements.
	The AC must endure heavy load in the centralized forwarding mode.


2  WLAN Network Planning

2.1  IP Address Design

AC IP addresses

The AC manages APs. Generally, static IP addresses are assigned to ACs manually.

AP IP addresses

With the large number of APs, assigning static IP addresses to APs causes a heavy configuration workload, and the IP addresses may conflict. It is recommended that dynamic IP addresses be assigned to APs using DHCP.

Dynamic IP addresses can be assigned to APs using DHCP in the following modes:

· Assigning IP addresses to APs through an IP address pool

· Field DHCP Option 60: 

DHCP Discover packets carry the DHCP Option 60 field. The content of the field (for example, Huawei AP) indicates that an AP instead of a WLAN user applies for an IP address. Then the DHCP server assigns an IP address in the IP address pool to the AP based on the DHCP Option 60 field. 

If multiple DHCP servers are deployed on the network but only certain of them support the DHCP Option 60 field, DHCP relay switches need to identify the DHCP servers that support the DHCP Option 60 field so that DHCP packets can be forwarded to them.

· VLAN: 

VLAN trunks are configured on ports of switches that are connected to an AP. IP addresses in the VLAN address pool are assigned to the AP by default.

· MAC address: 

The administrator can set AP MAC addresses and IP addresses on the DHCP server.

· Assigning IP addresses to APs in a unified manner

The DHCP server assigns IP addresses to APs in a unified manner like WLAN users.

Table 2-5 compares the modes for assigning IP addresses to APs.

Table 2-6 AP IP address assignment modes

	Mode
	Advantage
	Disadvantage
	Application Scenario

	Assigning IP addresses in a specified IP address pool to APs
	DHCP Option 60
	AP and STA IP addresses are separated.
	Switches must support Option 60.
	Where AP IP addresses and STA IP addresses must be separated

	
	VLAN
	AP and STA IP addresses are separated.
	Network configuration workload is heavy, which defeats the plug-and-play function of APs.
	Where AP IP addresses and STA IP addresses must be separated

	
	MAC address
	AP and STA IP addresses are separated.
	Configuration workload is heavy, which increases IP address management difficulty.
	Where special management requirements are imposed on a few APs

	Assigning IP addresses to APs in a unified manner
	Network configurations are simple.
	N/A
	Where no requirements are imposed on AP IP address management


STA or user IP addresses

Assign dynamic IP addresses to mobile STAs using DHCP, and static IP addresses to fixed STAs such as printers.

2.2  SSID Planning

Service set IDs (SSIDs) are divided based on service types on enterprise campus wireless networks.

SSIDs Mapping VLANs on the Ethernet

In general, management VLANs and service VLANs are isolated on the Ethernet. Service VLANs identify services and users.

On WLANs, SSIDs also identify services and users. Therefore, you must determine mappings between VLANs and SSIDs. The number of service VLANs and number of SSIDs should be in the ratio of 1:1, 1:N, N:1, or N:N based on service requirements. Service VLAN IDs are terminated on ACs.

Creating VAPs

An AP can be configured with multiple SSIDs. Huawei single-frequency AP supports 16 SSIDs, and dual-frequency AP supports 32 SSIDs. You can divide an AP into multiple virtual access points (VAPs) and each SSID corresponds to one VAP. The AC delivers policies based on VAPs and the VAP manages terminals and services based on policies.

2.3  Roaming Design

Roaming allows a STA to move from the coverage area of one AP to another within the WLAN. The STA does not need to log in or be authenticated again.

Figure 2-11 Networking diagram of roaming between APs
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As shown in Figure 2-1, an STA has associated with AP1. When the STA moves to a position under the coverage of AP2, it switches to associate with AP2. The detailed process is as follows:

2. The STA sends an 802.11 request frame over each channel. If AP2 receives the 802.11 request frame over channel 6 (a channel used by AP2), AP2 sends a response frame over channel 6. After the STA receives the response frame, it determines to associate with AP2. 

3. The STA disassociates with AP1, as indicated by (1) in Figure 2-1. The STA sends an 802.11 disassociation frame over channel 1 (a channel used by AP1) to AP1 to disassociate with it. 

4. The STA sends an association request over channel 6 to AP2. Then AP2 sends an association response to the STA to associate with the STA, as indicated by (2) in Figure 2-1.

Focus on the following items when using the WLAN roaming:

· To roam between two APs, you must ensure that the APs are configured with the same SSID.

· The two APs must be managed by the same AC.
Huawei WLAN solutions support the following two fast roaming technology to achieve the smooth transition of the business.
PMK caching: when the 802.1X user authentication in old AP,STA and AC will cache the PMK and PMK-ID. when the STA roaming to a new AP,PMK-ID will be carrying to new AP. wireless controller should check their own cache PMK and if found, take for STA has passed 802.1X authentication, STA have not authentication again. thereby user can fast roaming
key negotiation down technology: the key negotiation Down for data encryption users including WPA/WPA2 PSK and 802.1X user. When this feature is enabled, STA and the associated AP unicast and multicast key negotiation, roaming to a new AP to reduce the time of a key agreement, thus shortening the users roaming delay

2.4  Modes in Which an AP Discovers an AC

If a WLAN network uses the AC + fit AP architecture, no configuration needs to be performed on fit APs. When a fit AP is deployed on the WLAN network, the fit AP needs to discover an AC and download configuration from the AC. 

An AP can discover an AC in the following modes:

Layer 2 Broadcast

When ACs and APs are deployed on a Layer 2 network, an AP can discover an AC by sending a broadcast packet.

DHCP Option 43

An AP uses the DHCP Option 43 field to identify the AC's IP address. When assigning an IP address to an AP, a DHCP server that enables the DHCP Option 43 field notifies the AP of the AC's IP address by sending DHCP Offer packets.

Figure 2-12 Discovering an AC by using the DHCP Option 43 field
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DNS

When a DNS server is deployed on the network, APs can discover ACs by using DNS. You need to configure the DNS server IP address and AC's domain name on the DHCP server. When assigning an IP address to an AP, the DHCP server notifies the AP of the DNS server IP address and AC's domain name by using the DHCP Option 6 and DHCP Option 15 carried in DHCP Offer packets. After obtaining an IP address, the AP sends a request for resolving the AC's IP address. Then the AP uses the AC's IP address to discover and associate with the AC.

Figure 2-13 Discovering an AC by using DNS
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Preconfigured AC IP Addresses List

An AC IP addresses list can be configured on an AP. Then the AP will discover only ACs in the list. If all IP addresses in the list are unreachable, the AP cannot connect to any AC. 

Table 2-6 compares the modes in which an AP discovers an AC.

Table 2-7 Modes in which an AP discovers an AC

	Mode
	Requirement
	Advantage
	Disadvantage
	Usage Scenario

	DHCP Option 43
	Option 43 must be enabled on the DHCP server.
	It applies to any networks with APs and ACs.
	DNS server and DHCP server supporting Option 15 are required.
	Medium- and large-sized WLANs with APs and ACs deployed at Layer 2 or Layer 3

	DNS
	A DNS server must be deployed. 

Option 15 must be enabled on the DHCP server.
	
	
	

	Layer 2 broadcast
	None
	There is no additional requirement for the existing network.
	It can only be applied to the Layer 2 network composed of APs/ACs.
	Small-sized WLAN with APs and ACs deployed at Layer 2

	Preconfigured AC IP address list
	An AC IP address list must be configured on each AP.
	There is no additional requirement for the existing network.
	The configuration workload is heavy, and the configuration must be modified once the IP address of an AC changes.
	Small-sized WLAN networks


If an AP discovers multiple ACs on a WLAN, the AP dynamically connects to an AC with a light load.

2.5  Radio Management Design

Similar to IP address plan, a proper WLAN channel plan is important to the WLAN design. On a large-sized WLAN, WLAN channels must be allocated uniformly. 

The WLAN channel plan affects WLAN bandwidth, performance, expansion, and anti-interference capability, and even affects user experience.

Radio Channel Division

A proper WLAN channel plan is important to the WLAN design. On a large-sized WLAN, WLAN channels must be allocated uniformly to prevent interference between channels. Two frequency bands are available on WLAN: 2.4 GHz and 5 GHz.

· 2.4 GHz frequency band:

· Channel 1 to channel 14 work in the continuous spectrum 2.4 GHz to 2.4835 GHz. 

· The channel bandwidth in HT20 mode is 20 MHz. Only three non-overlapping channels can be used in this mode: channels 1, 6, and 11. 

· The channel bandwidth in HT40 mode is 40 MHz. Only one non-overlapping channel can be used in this mode.

· 5.0 GHz frequency band:

· The 5.0 GHz frequency band is divided into the frequency band 5.15 GHz to 5.35 GHz and the band 5.725 GHz to 5.85 GHz. 

· In HT20 mode, eight non-overlapping channels can be used in the frequency band 5.15 GHz to 5.35 GHz: channels 36, 40, 44, 48, 52, 56, 60, and 64. Four non-overlapping channels can be used in the frequency band 5.725 GHz to 5.85 GHz: channels 149, 153, 157, and 161.

· In HT40 mode, four non-overlapping channels can be used in the frequency band 5.15 GHz to 5.35 GHz and two non-overlapping channels can be used in the frequency band 5.725 GHz to 5.85 GHz.

An AP supports automatic and manual channel adjustment. Automatic channel switching allows an AP to change its channel when a channel conflict occurs. The automatic channel adjustment is recommended so as to prevent a channel switching failure when a channel conflict occurs. 
Automatic channel scanning is used to detect channels used by other APs, measure their interference, and report the detection result to the AC to trigger channel adjustment.

Radio Channel Coverage

WLAN channel plan follows two principles: cellular coverage and channel overlapping. Select 2.4 GHz, 5 GHz, or dual frequencies based on AP density and interference. An AP uses channels 1, 6, and 11 of 2.4 GHz and channels 36, 40, and 44 of 5.0 GHz alternatively to avoid signal interference. In most cases, an AP uses 2.4 GHz or 5.0 GHz. In the areas with high-density users, such as the conference room, an AP uses two frequencies.

Figure 2-14 Single frequency channel design
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Figure 2-15 Dual frequencies channel design
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2.6  WLAN Security Design

Wireless Device Security

· AP anti-theft

Anti-theft locks must be installed during AP installation.

· AP startup with no configuration

In the fat AP networking, many service parameters are configured and stored on APs. If an AP is lost, AP service configurations may leak, causing security risks. In the fit AP networking, APs dynamically download service configurations from the AC during startup. This prevents service configuration leakage. 

Huawei fit APs can start with zero configurations.

IDS/IPS

· IDS: detection of unauthorized APs

Unauthorized APs include APs that are deployed without authorization and APs that attack the network. 

AP access control based on the MAC address or device serial number (SN) can be configured to prevent unauthorized APs from accessing the network. 

Dedicated listening APs can be deployed on the network to detect attack APs and report them to the AC. Then the AC notifies the network management system of these APs.

Deployment suggestions:

· Enable the AC to detect APs that are deployed without authorization.

· Deploy dedicated listening APs or enable service APs to function as listening APs to detect APs that attack the network. Table 2-7 compares the deployment modes for detecting attack APs.

Table 2-8 Deployment modes for detecting APs that attack the network

	Deployment Mode
	Advantage
	Disadvantage

	Dedicated listening APs
	Unauthorized APs are detected in real time.
	The network deployment costs are high.

	Service APs functioning as listening APs
	The network deployment costs are low.
	Unauthorized APs cannot be detected in real time.


· IPS: whitelist and blacklist

After a whitelist is statically configured and enabled on an AC, the AC accepts only packets from users in the whitelist and discards other packets. This prevents invalid packets from attacking WLANs.

The AC determines whether an AP is blacklisted by configuration or real-time listening. The AC discards packets sent from a blacklisted AP. This prevents invalid packets from attacking WLANs.

Deployment suggestions: Authenticate users in the preceding modes rather than configure the whitelist and blacklist on large- or medium-scale campus networks.

2.7  QoS Design

The WLAN QoS feature provides services of different qualities for WLAN users.

Figure 2-16 WLAN QoS design
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As shown in Figure 2-6, enterprise campus networks support Wi-Fi Multimedia (WMM) scheduling on wireless air interfaces and priority mapping on wired interfaces. Enterprise campus networks use DiffServ scheduling to optimize the quality of core services and VIP user services during network congestion. The QoS mechanisms introduced are WMM, priority mapping, and traffic management.

Traffic Management

· User-based traffic management

The bandwidth used by P2P services is controlled to ensure the normal use of wireless network services.

· SSID-based traffic management

The volume of user traffic is controlled based on users' SSIDs to prevent a large volume of traffic from some users, such as visitors.

WMM Scheduling on Wireless Air Interfaces

WMM, a wireless QoS technology, provides four priority queues for sending data packets and enables high-priority packets to preempt the wireless channel first, providing high-quality voice and video services on WLANs.

· Traffic classification

WMM prioritizes queues of four access categories (ACs) in descending order: AC-voice (AC-VO), AC-video (AC-VI), AC-best effort (AC-BE), and AC-background (AC-BK). Packets in the queue of a higher priority have greater capabilities in channel preemption.

Table 2-9 WMM queue priority

	WMM Queue
	User Priority (UP)

	Voice
	6 or 7

	Video
	4 or 5

	Best Effort
	2 or 3

	Background
	0 or 1


Priority Mapping

Priority mapping includes mapping from wireless-side priority to wired-side priority and mapping from wireless-side priority to CAPWAP channel priority.

· Mapping the upstream wireless packet priority to wired packet priority

After receiving 802.11wireless packets from a STA, the AP converts the packets into 802.3 Ethernet packets and forwards the packets to a network-side device. When the local forwarding mode is used, the user priority is mapped to the 802.1P priority. When the centralized forwarding mode is used, Tunnel 802.1P priority is mapped to the 802.1P priority, and Tunnel ToS priority is mapped to ToS priority.

· Mapping the downstream wired packet priority to wireless packet priority

After receiving the 802.3 packets, the AP converts the packets into 802.11 packets and schedules the 802.11 packets into different WMM queues based on user priorities before sending them to the STA. When the local forwarding mode is used, the 802.1P priority is mapped into the user priority. When the centralized forwarding mode is used, the ToS priority is mapped to the Tunnel ToS priority, and the 802.1P priority is mapped to the Tunnel 802.1P priority on the AC.

2.8  Reliability Design

WLAN reliability is implemented using load balancing, including AP load balancing and AC load balancing.

· AP load balancing

STAs usually select APs according to the AP's received signal strength indicator (RSSI). This may cause a large number of STAs to connect to an AP with the strongest signal strength. Because these STAs use the same wireless media, the network throughput of each STA is greatly reduced. AP load balancing allows APs to load balance traffic of STAs according to the following items:

· Number of ongoing sessions

· User traffic

Currently, AP load balancing is implemented by controlling the number of STAs accessing the APs. When an AP's load exceeds the threshold, the AP refuses new access requests from STAs. These STAs have to connect to another AP with a light load.

· AC load balancing

AC load balancing allows APs to select an AC with a light load. 

An AC carries its load information (including the maximum number of allowed APs, number of online APs, maximum number of allowed STAs, and number of online STAs) in a discovery response. An AP obtains this discover response and analyzes the load information about each discovered AC to access the AC with a light load. 

The CAPWAP tunnel heartbeat mechanism allows an AP to discover all available ACs and selects an AC with a light load to access when the current AC goes Down.
3  WLAN Authentication and Accounting Solution
3.1  Wireless Security Standards
WLAN wireless security standards include open system authentication (OPEN SYSTEM), Wired Equivalent Privacy (WEP), Wi-Fi Protected Access (WPA/WPA2), and WLAN Authentication and Privacy Infrastructure (WAPI), as listed in Table 3-1. 

Table 3-10 WLAN wireless security standards

	Standard
	Description
	Usage Scenario

	OPEN-SYSTEM
	Open system authentication is the default authentication mode. In open system authentication mode, users do not need to be authenticated.
	It applies to carrier networks with a large number of users.

	WEP
	WEP uses the same key and algorithm for encrypting and decrypting data. WEP protects signals transmitted on air interfaces.
	It applies to small-scale WLANs having low security requirements, such as SOHO, home, and hotspots.

	WPA/WPA2
	· Identifies access users using IEEE 802.1x.

· Identifies access users using pre-shared key (PSK) or Extensible Authentication Protocol (EAP).
· Encrypts data in the TKIP encryption mode.

· Conducts a 4-way handshake to dynamically negotiate a key for user session.

· WPA2 provides PSK authentication and CCMP encryption, and is compatible with WPA.
	It is widely used in various large- or medium-sized WLANs and public places.

	WAPI
	WAPI system consists of WLAN Authentication Infrastructure (WAI) and WLAN Privacy Infrastructure (WPI). 

· WAI identifies access users and manages keys together with the certificate mechanism, without using 802.1x or RADIUS authentication.

· WPI encrypts and protects data.
	This standard is used for admission tests in China.


Huawei ACs support open system authentication, WEP encryption, shared key authentication, WPA/WPA2 authentication and encryption, and WAPI authentication and encryption.

3.2  WLAN Terminal Authentication

As defined in IEEE 802.11, WLAN terminals must be authenticated before they can access a network. 

There are two authentication modes: open system authentication and shared key authentication.

· Open system authentication is defined in IEEE 802.11, which is the simplest authentication algorithm. It does not authenticate STAs. If you configure open system authentication, all the STAs requesting authentication pass authentication. In this mode, an AP identifies STAs by their MAC addresses, and does not authenticate the STAs. Therefore, all the STAs that conform to IEEE 802.11 can access the WLAN. This mode applies to carriers' WLANs with a large number of users.

· In shared key authentication mode, you must configure each WLAN STA with the same key as the AP. This mode applies to enterprise networks, campus networks, and SOHO networks.

Table 3-2 compares open system authentication and shared key authentication.

Table 3-11 Comparisons between open system authentication and shared key authentication
	Authentication Mode
	Advantage
	Disadvantage
	Usage Scenario

	Open system authentication
	Easy deployment, high access speed, and high bandwidth efficiency
	Low security: Users are not authenticated and they can access the WLAN if they know the WLAN SSID.
	Carrier networks

	Shared key authentication
	High security: The air interface key data is transmitted in cipher text.
	Complex configuration and low scalability: A long key string must be manually configured for each STA and the AP. 

Low bandwidth efficiency: Encryption decreases transmission efficiency.
	Enterprise networks, campus networks, and SOHO networks


3.3  WLAN User Authentication

User authentication at the link layer has higher security than STA authentication. Users have limited access permissions until they have been authenticated. After they have been authenticated, uses have all network access permissions. Link layer user authentication is transparent and can be implemented using all network-layer protocols. 

MAC address authentication, 802.1x authentication, Portal (DHCP + Web) authentication, and PPPoE authentication are often used at the link layer. 

On enterprise campus networks, MAC address authentication is used for dumb terminals, 802.1x authentication or Portal authentication is used in the office area, and Portal authentication is used in the visitor area. 

You can use multiple authentication modes to ensure that Wi-Fi STAs can securely access the Internet and authorized users access resources. This prevents potential security threats.
MAC Address Authentication

MAC address authentication controls the network access authority of a user based on the access interface and user MAC address. The user does not need to install any client software. The network adapter of each WLAN client is identified by a MAC address. Therefore, validity of a WLAN client can be determined by checking the source MAC address in the data packets. A valid MAC address list must be preconfigured on the AP server. The AP communicates with a WLAN client only when the MAC address of the client matches the address in the valid MAC address list. 

MAC address authentication is used for dumb terminals such as printers and IP phones on enterprise campus networks.

802.1x Authentication

802.1x authentication is an interface-based security standard. 802.1x authenticates devices connected to LAN interfaces based on physical layer features. If the device fails to be authenticated, the device cannot access LAN resources. 

Although 802.1x is initially designed for wired Ethernet, it also applies to WLANs that comply with IEEE 802.11. 802.1x is considered as an enhanced network security solution. The 802.1x system contains three entries: 

· Supplicant: a user device that initiates authentication requests. A supplicant is usually a wireless STA that wants to access the wireless network.

· Authenticator: an entity that allows STAs to access the network. On a wireless network, an authenticator is usually an AP or an AC.

· Authentication server: an entity that provides authentication service. The authentication server authenticates the supplicant and sends the authentication result to the authenticator. The authentication server can be an independent entity or an entity that provides the authentication function. 

On a WLAN network using 802.1x authentication, the terminal equipped with the 802.1x client software functions as the supplicant, and the AP/AC with built-in 802.1x authentication proxy functions as the authenticator. The AP/AC also functions as the client of the RADIUS server, and is responsible for forwarding authentication information between the terminal and the RADIUS server. 

The 802.1x system is a common architecture but not an authentication mechanism. It is used to transmit packets of authentication protocols. When a new authentication protocol is used, you do not need to change the basic 802.1x mechanism. The 802.1x system uses Extensible Authentication Protocol (EAP). Currently, there are more than 20 types of EAP protocols. 802.1x often use the following EAP authentication modes:

· EAP-MD5

· EAP-TLS (Transport Layer Security)

· EAP-TTLS (Tunneled Transport Layer Security)

· EAP-PEAP (Protected EAP)

· EAP-LEAP (Lightweight EAP)

· EAP-SIM

PPPoE Authentication

PPP over Ethernet (PPPoE) is developed based on PPP. PPPoE negotiates point-to-point communication parameters on broadcast links. The parameters include server IDs and session IDs. PPPoE involves the following phases:

· The user negotiates link layer parameters with the access device in the LCP phase.

· The user sends its user name and password to the access device for CHAP/PAP authentication. The access device authenticates the user locally or sends the user name and password to the AAA server.

· The two devices enter the NCP (IPCP) negotiation phase when CHAP/PAP authentication succeeds. The access device allocates network layer parameters (such as the IP address) to the user device. After the phases are complete, the user device can send and receive data packets. 

PPPoE is an authentication mode. PPPoE on the WLAN is irrelevant to existing authentication and encryption. Regardless of whether WEP, WPA, or WAPI is used, PPPoE can be used to authenticate user services.

Portal Authentication

Portal authentication is also called web authentication or DHCP+web authentication. The client uses the web browser, for example, Internet Explorer, to enter user names and passwords on the authentication page. Then the web server completes user authentication. 

The access server redirects HTTP requests from a client to the Portal server and the client enters the user name and password on the portal page for authentication. Before web authentication is performed, a user must obtain a statically configured IP address or a dynamic IP address through DHCP. If web authentication is mandatory for the user, the user only needs to choose a web page. The system then downloads the authentication web page. The authentication process is as follows:

1. A user dynamically obtains an IP address through DHCP. 

2. The user accesses the authentication page of the web authentication server, and enters the user name and password. The web authentication server sends the user information to the device.

3. The corresponding AAA server authenticates the user and sends the authentication result to the web authentication server.

4. The web authentication server informs the user of the authentication result through the HTTP page. If the authentication succeeds, the user can access network resources.

The DHCP server and AAA server are used in portal authentication.

Relationship Between Authentication Modes and Security Protocols

Table 3-12 Relationship between authentication modes and security protocols
	Authentication Mode
	Security Protocol
	Security Level
	Encapsulation Overhead
	Address Allocation
	Client Software
	Usage Scenario

	MAC authentication
	Open system
	Low
	Low
	Allocated after authentication
	Not required
	Dumb terminals, such as PDAs or IP phones

	
	WEP/WPA/WPA2+PSK
	Low
	Low
	Allocated after authentication
	Not required
	Dumb terminals, such as PDAs or IP phones; PSK passwords are required.

	Portal authentication
	Open system
	Medium
	Low
	Allocated before authentication
	Not required
	Small- and medium-sized campus networks

	
	WEP/WPA/WPA2+PSK
	Medium
	Low
	Allocated before authentication
	Not required
	Small- and medium-sized campus networks; PSK passwords are required.

	802.1x authentication
	WEP/WPA/WPA2
	High
	Low
	Allocated after authentication
	Required
	Medium- or large-sized campus networks

	PPPoE authentication
	Open system
	Low
	High
	Allocated after authentication
	Required
	Carrier market

	
	WEP/WPA/WPA2+PSK
	Low
	High
	Allocated after authentication
	Required
	Carrier market; PSK password is required.


Currently, WAPI is seldom used on enterprise networks or carrier networks. It is often used in admission tests. To ensure security and facilitate deployment, 802.1x+WPA2 is recommended.

Centralized Authentication of Wireless Users on the AC
In the centralized authentication solution, the AC centrally manages wireless users, delivers rights to APs through the CAPWAP control tunnels, provides fine-grained user-rights management, and flexibly controls user roaming and security. 

When configuring centralized authentication of wireless users on the AC, ensure that all the related authentication protocol packets can be delivered to the AC. In centralized forwarding mode, EAP and portal packets are delivered to the AC through the CAPWAP data tunnel. In local forwarding mode, EAP and portal packets are delivered to the AC through the CAPWAP control tunnel.

Figure 3-17 Networking diagram for centralized authentication of wireless users on the AC
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In Figure 3-1, MAC address authentication, 802.1x authentication, Portal authentication, and PPPoE authentication are used. To ensure security and facilitate deployment, 802.1x and WPA2 authentication are recommended on campus networks.

3.4  Authentication, Security Management, and Accounting Deployment

The WLAN faces increasing security risks, so wireless users that access enterprise networks must be authenticated, authorized, and pass security checks. Some industries such as college campuses and hotels require accounting in addition to authentication and authorization. 

Figure 3-18 Networking diagram for integrated user authentication, security management, and accounting
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As shown in Figure 3-2, wireless users are authenticated and authorized in centralized manner on the AC before they can access the network. An accounting server is deployed on the egress gateway to implement unified accounting for outgoing traffic. The local forwarding mode is used. Data is not sent to the AC, which improves network performance. 

This deployment implements centralized authentication of wireless users and local forwarding of data traffic, facilitating security management and improving network performance. In addition, you can choose multiple combinations: authentication, authentication+security, authentication+accounting, authentication+security+accounting.

3.4.2  Authentication, Security, Accounting Function Components

The integrated authentication, security, and accounting scheme uses the server, client, and accounting gateway. The server system includes four components: authentication component, security component, accounting component, and portal component.

Table 3-13 Authentication, security, accounting function components
	No.
	Component Name
	Description
	Remarks

	1
	Authentication component
	Supports MAC address authentication, 802.1x authentication, Portal authentication, PPPoE authentication, and statistics reports.
	Mandatory

	2
	Security component
	Works together with the client to implement security check (such as terminal patch and antivirus software) and system repair.
	Optional

	3
	Accounting component
	Supports time-based and traffic-based accounting. The main accounting modes include accounting by month, year, half-year, semester, service time, and traffic.
	Optional

	4
	Portal component
	Displays a customized authentication page and provides the self-service platform. 
	Optional

	5
	Client software
	Works together with the server to perform authentication, security check, and accounting functions.
	Optional

	6
	Accounting gateway
	Deployed at the egress of the campus network to perform accounting for outgoing packets. Two accounting methods are provided: time-based accounting and traffic-based accounting.
	Optional


Apart from the authentication component, all the other components are optional. For example, when portal authentication+security scheme is used, you can choose component 1, 2, 4, and 5.
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In practice, there is difference in classification of function components by manufactures, and customer requirements may differ.
3.4.3  Authentication, Security, and Accounting Integrated Scheme
Integrated Scheme 1: Authentication Scheme
Authentication scheme applies to small- and medium-range enterprise networks that want to authenticate access users. Meanwhile, these enterprises have relatively a small number of employees, therefore the terminal security and health check is not required.

Figure 3-19 Networking diagram for the authentication scheme
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In Figure 3-3, users may choose 802.1x authentication or portal authentication on this network. Portal authentication is used as an example. The server component uses the Huawei terminal security management (TSM) system, and the authentication server and portal server are integrated on one server. 

The authentication process is as follows:

2. A wireless user enters the web authentication page and sends an authentication request to the AC. The AC interacts with the portal server to initiate portal authentication. 

3. The portal server transmits user information to the AC. 

4. The AC and the authentication server authenticate access users using the RADIUS protocol.

Integrated Scheme 2: Authentication+Security Scheme
Authentication+security scheme applies to government and enterprises that have high requirements on security. This scheme improves intranet security through access control and security check. This scheme supports a customized server component that allows users to implement access control without deploying a security component.

Figure 3-20 Networking diagram for authentication+security scheme
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In Figure 3-4, the authentication component, security component, and client are mandatory. The server component uses the Huawei TSM system. The authentication server and security server are integrated on one server, connecting to each other through an internal channel. 

The authentication and security process is as follows:

2. A wireless user sends an authentication request to the AC. The AC interacts with the portal server and then with the authentication server to authenticate the user using the RADIUS protocol. 

3. The security server works with the client to check the terminal virus library and patches, and works with the software server to restore the terminal.

Integrated Scheme 3: Authentication+Security+AD Scheme
Authentication+security+AD scheme applies to enterprises that have deployed Lightweight Directory Access Protocol (LDAP) servers to manage users and have high requirements on intranet security. This scheme improves intranet security through access control and security check. It can also use the existing active directory (AD), reducing investment.

Figure 3-21 Networking diagram for the authentication+security+AD scheme
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In Figure 3-5, the authentication component, security component, and client are mandatory. The server component uses the Huawei TSM system. The authentication server and security server are integrated on one server, connecting to each other through an internal channel. The Microsoft AD domain server functions as the LDAP server. 

The authentication, security, and AD process is as follows:

2. A wireless user sends an authentication request to the AC. The AC interacts with the authentication server to initiate RADIUS authentication.

3. The authentication server and AD server obtain user information using LDAP and implement access authentication.

4. The security server works with the client to check the terminal virus library and patches, and works with the software server to restore the terminal.

Integrated Scheme 4: Authentication+Accounting Scheme
Authentication+accounting scheme applies to industries (such as education and hotel) that have accounting requirements and low requirements on intranet security. This scheme improves user experience through one-time authentication for incoming and outgoing admissions. It also allows flexible choice of accounting gateway to save customer investment.

Figure 3-22 Networking diagram for the authentication and accounting scheme
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In Figure 3-6, the authentication component, accounting component, portal component, client, and accounting gateway are mandatory. The server component uses the partner product. The authentication server and accounting server are integrated on one server, connecting to each other through an internal channel. The accounting gateway uses the partner product in general. Huawei ME60 is used as the accounting gateway on some large-sized industry networks. 

The authentication and accounting process is as follows:

2. A wireless user sends an authentication request to the AC. The AC interacts with the authentication server to initiate RADIUS authentication.

3. The authentication server informs the accounting gateway of user rights to access external networks. 

4. Users access external networks, and the accounting gateway informs the accounting server of the accounting statistics.

Integrated Scheme 5: Authentication+Security+Accounting Scheme
Authentication+security+accounting scheme applies to industries (such as education and energy) that have accounting requirements and high requirements on intranet security. This scheme improves user experience through one-time authentication for incoming and outgoing admissions. It also centrally manages user data, facilitating system maintenance.

Figure 3-23 Networking diagram for authentication+security+accounting scheme
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In Figure 3-7, the authentication component, security component, accounting component, Portal component, client, and accounting gateway are mandatory. The server component uses the Huawei TSM system. The accounting server and accounting gateway use the third-party product. Huawei ME60 is used on some large-sized campus networks.
The authentication, security, and accounting process is as follows:

2. A wireless user sends an authentication request to the AC. The AC interacts with the authentication server to initiate RADIUS authentication.

3. The portal component of the authentication server initiates portal authentication with the accounting gateway to allow users to access external networks.

4. The accounting gateway requests user information from the accounting server. 

5. Functioning as a RADIUS proxy, the accounting server obtains user information from the authentication server, and synchronizes the user information to the local device.

6. Users access external networks, and the accounting gateway informs the accounting server of the accounting statistics.

Summary of Integrated Schemes

To implement the WLAN authentication, authorization, and accounting functions on enterprise campus networks, five schemes are available and they are: authentication, authentication+security, authentication+security+AD, authentication+accounting, authentication+security+accounting. Table 3-5 lists the five schemes and their usage scenarios.

Table 3-14 Function components and usage scenarios of the integrated schemes
	No.
	Scheme
	Server Component
	Client
	Accounting Gateway
	Usage Scenario

	
	
	Authentication
	Security
	Portal
	Accounting
	
	
	

	1
	Authentication
	TSM
	-
	TSM
	-
	-
	-
	Small- and medium-sized enterprises without requirements for terminal security

	2
	Authentication + security
	TSM
	TSM
	TSM
	-
	TSM
	-
	Government and medium-range and large-scale enterprises having high requirements on intranet security

	3
	Authentication + security + AD
	TSM
	TSM
	TSM
	-
	TSM
	Partner product or ME60
	Enterprises using LDAP server to manage users and having high requirements on intranet security

	4
	Authentication + accounting
	Partner product
	Partner product or ME60
	Markets that require accounting, such as college campuses, SARFT, and hotels 

	5
	Authentication + security + accounting
	TSM
	TSM
	TSM
	Partner product
	TSM
	Partner product or ME60
	Industry markets that require accounting and high security of intranets, such as the education and energy 


3.4.4  Deployment of the Egress Accounting Gateway

As shown in Figure 3-8, the accounting gateway charges outgoing packets on the campus network. 

A single accounting gateway or two accounting gateways are deployed on the network egress. Two gateways are recommended to improve network reliability. When the active/standby mode is used, the gateway synchronizes user data in real time. When users get online on one device, user information will be synchronized to the other device to ensure that user information on two accounting gateways is the same.

Figure 3-24 Networking diagram for deploying two accounting gateways
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The process for data synchronization between the accounting gateway and accounting server is as follows:
2. Users obtain rights to access the internal network through access authentication. The server records online user information such as the name, password and state.

3. The server synchronizes the user information to the accounting gateway and enables users to access external networks simultaneously.

4. When users access external networks, they are charged starting from the accounting point and not authenticated for a second time.
4  WDS Bridge Wireless Data Backhaul

Wireless Distribution System (WDS) connects two or more independently wired or wireless LANs through wireless links to construct a network. 

The WDS technology applies in the harsh environment such as large-scale warehouses, docks, or hills and rivers, and in the countryside or suburb areas. WDS connects two or more independently wired or wireless LANs through wireless links to provide the data switching function for the LANs. Network deployment and device installation are convenient.

Figure 4-25 Networking diagram for WLAN wireless backhaul
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In Figure 4-1, wireless bridge provides P2P/P2MP functions to implement hotspot coverage and data backhaul in the harsh environment where deployment of cables is difficult. 5.0 GHz frequency band is used for bridging two networks and 2.4 GHz frequency band is used for wireless coverage.

4.2  WDS Networking Mode

WDS networking is classified into point-to-point mode and point-to-multipoint mode.
Figure 4-26 Point-to-point networking
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As shown in Figure 4-2, two networks are connected by two APs. The peer MAC address is configured on each AP to determine the link to be set up.

Figure 4-27 Point-to-multipoint networking
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As shown in Figure 4-3, three APs are wirelessly connected to AP1. LAN segments 2, 3, and 4 can only communicate through AP1. 

On a point-to-multipoint network, loops may occur between bridge links or wired links. The Spanning Tree Protocol (STP) can prevent network storm. STP takes effect only on AP wired interfaces and WDS-enabled bridge interfaces. Each wireless virtual link on a bridge interface independently participates in STP interaction and control.

4.3  WDS Network Performance Indicator
The application of wireless technology is affected by the environment, transmission distance, antenna gain, and bandwidth. Take all these factors into account when planning wireless backhaul. Table 4-1 and Table 4-2 list the performance indicator of WDS.

Table 4-15 Performance indicator of WDS in P2P mode

	Frequency Band
	Environment
	Antenna Gain 
	Throughput in 802.11n HT20/HT40 Mode (Mbit/s)

	
	
	
	500 m
	1 km
	2 km
	5 km
	10 km
	Mode

	2.4 G coverage/maintenance
	Urban district
	11 dBi
	80
	80
	45
	15
	/
	HT20

	
	
	14 dBi
	80
	80
	80
	36
	15
	HT20

	
	
	17 dBi
	80
	80
	80
	60
	36
	HT20

	
	Countryside or suburbs
	11 dBi
	80
	80
	70
	32
	12
	HT20

	
	
	14 dBi
	80
	80
	80
	55
	32
	HT20

	
	
	17 dBi
	80
	80
	80
	80
	55
	HT20

	5.8 G wireless backhaul
	Urban district
	11 dBi
	55/90
	30/45
	6/?
	/
	/
	HT20/HT40

	
	
	15 dBi
	80/160
	60/95
	30/45
	/
	/
	HT20/HT40

	
	
	18 dBi
	80/160
	80/160
	50/80
	12/15
	/
	HT20/HT40

	
	
	21 dBi
	80/160
	80/160
	80/135
	32/50
	10/?
	HT20/HT40

	
	Countryside or suburbs
	11 dBi
	80/160
	80/135
	45/65
	8/?
	/
	HT20/HT40

	
	
	15 dBi
	80/160
	80/160
	48/70
	10/?
	/
	HT20/HT40

	
	
	18 dBi
	80/160
	80/160
	80/120
	30/45
	8/?
	HT20/HT40

	
	
	21 dBi
	80/160
	80/160
	80/160
	50/80
	27/40
	HT20/HT40


2.4 GHz frequency band is used for user access coverage and device maintenance. The 5.8 GHz frequency band is recommended for wireless backhaul and the transmission distance within 5 km is recommended.

Table 4-16 Performance indicator of WDS in P2MP mode

	P2MP
	Factor
	Throughput Impact Factor

	
	Hidden STA
	Multi-user Competition
	P
	MP

	1
	None
	None
	1
	1

	2
	0.6
	0.95
	0.57
	0.285

	3
	0.6
	0.9
	0.54
	0.18

	4
	0.6
	0.9
	0.54
	0.135

	5
	0.6
	0.8
	0.48
	0.096

	6
	0.6
	0.8
	0.48
	0.08


When the P2MP mode is used, the throughput decreases rapidly because it is affected by hidden STAs and multi-user competition. Therefore, Table 4-2 lists reference values of coefficients and factors for measuring bridge throughput in P2MP and P2P modes respectively.

Use no more than 4 bridges in P2MP mode, and the wireless backhaul distance must be less than 5 km.

5  WLAN Network Management Solution

5.1  Network Management Solution Overview

Based on enterprise network management features, Huawei eSight management platform uses the browser/server (B/S) architecture, thin client, and remote login. The WLAN network management module of the eSight platform can be decoupled and disassembled as required. This allows flexible combination of components in different usage scenarios. The eSight platform supports secondary development and customization. 

Figure 5-28 eSight WLAN network management module
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5.2  eSight WLAN Network Management Process

WLAN network management helps users quickly deploy wireless networks, and monitors physical resources such as network devices and rogue APs to quickly detect, locate, and rectify faults. Meanwhile, WLAN network management offers reports related to WLAN users and multiple types of resource statistics to provide evidence for daily maintenance and network adjustment, greatly improving network management efficiency. 

Figure 5-2 shows the eSight WLAN network management process.

Figure 5-29 eSight WLAN network management process
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Network Deployment

When network installation is complete, users enter the wizard deployment page to specify AC parameters, create NE configuration profiles, import fit AP lists through a plan sheet in batches, and deploy fit APs in batches. 

Network Monitoring

The network administrator monitors the AC and link status by viewing the network management physical topology and checks the access relationship among STAs, fit APs and the AC through the WLAN service topology. The network administrator also checks the current hotspots and coverage range of radio signals, and marks the location of rogue APs through the location topology. 

The network administrator monitors network running status through performance management, alarm management, and WLAN physical resources management modules. eSight also periodically provides WLAN-related reports through the report system to ease operation and maintenance.

Fault Recovery

If an exception occurs on APs or the WLAN is under debugging, users can remotely restore factory settings of APs in batches using eSight. Users can remotely restart APs in batches using eSight when AP upgrade is complete in the WLAN or the WLAN is under debugging. If hardware faults occur on APs, users can quickly replace APs using eSight. The AC copies configurations on the original APs to the new APs so that services remain still after AP replacement. 

Users can ping IP addresses of uplink devices (including the gateway IP address or server IP address) from APs. The test result shows the connectivity of the AP's service uplinks. Users can also ping user IP addresses from the AP. The test result helps locate the STA association failure and service uplink failure. The AP ping function takes effect only when the AP works properly. You can ping the AP from the AC to detect whether the AP is correctly connected to the AC. 

5.3  Enterprise WLAN Network Management Plan

Medium-range and Large-sized WLAN Campus Network Management
It is recommended that eSight be used for managing medium- and large-sized campus networks. eSight can monitor nodes including ACs, APs, and STAs, and resources, and configure ACs, APs, and services, saving maintenance costs.

Small WLAN Campus Network Management

Most small campus networks do not have the independent NMS. The Huawei ACs provide the network management function to manage and maintain wireless networks, including configurations, alarms, and software versions.

You can log in to an AC through telnet, which ensures secure login. 

Account-based management allows only authorized users to log in to an AC for network operation, administration, and maintenance (OAM). This function ensures network security and reliability.

6  Recommended WLAN Networking Solution

6.1  Medium-range and Large-sized Campus Network WLAN Solution

Medium- and large-sized campus networks are deployed in headquarters of medium-range and large- scale enterprises, branches of large-sized enterprises, colleges and universities, and airports. On a large-sized campus network, a large number of APs are deployed. This solution is also applicable in network reconstruction to enlarge wireless coverage over campus networks.

Figure 6-30 Medium- and large-sized campus network topology
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The large-sized campus network WLAN solution usually deploys active/standby ACs on the core layer. The ACs provide unified management on APs and STAs, improving network reliability. It is recommended that you install ACU2s on core switches (such as the S9700 and S7700) to facilitate management. You can also install independent ACs (such as the AC6605) in branched mode. This campus network WLAN solution is recommended because it facilitates customer maintenance and has high reliability. 

Table 6-1 lists recommended configurations for WLAN network deployment on medium- and large-sized campus networks.
Table 6-17 Recommended configurations for WLAN network deployment on medium- and large-sized campus networks

	Item
	Category
	Recommended
	Remarks

	Network architecture
	Fat AP
	-
	-

	
	Fit AP
	√
	-

	AC deployment
	Centralized
	√
	-

	
	Distributed 
	-
	-

	AC deployment mode
	Branched mode
	√
	-

	
	Chain mode
	-
	-

	AC hardware type
	Integrated AC
	√
	-

	
	Independent AC
	-
	-

	AP type
	AP6010SN (an indoor AP supporting 802.11a/b/g/n)
	√
	You can select the AP type according to network requirements.

	
	AP6010DN (an indoor AP supporting 802.11a/b/g/n)
	√
	

	
	AP6510DN (an outdoor AP supporting 802.11a/b/g/n)
	√
	

	AC's IP address
	Static IP addresses
	√
	-

	
	Dynamic IP addresses
	-
	-

	AP's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	User's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	Mapping between VLAN IDs and SSIDs
	1:1
	-
	You can configure the mapping according to network requirements.

	
	1:N
	-
	

	
	N:1
	-
	

	
	N:N
	-
	

	DHCP server
	Independent DHCP server
	√
	-

	
	Integrated with an AC
	-
	-

	Mode in which an AP discovers an AC
	Option 43
	√
	You can select the AP discovering mode according to network requirements.

	
	Option 15
	√
	

	Service forwarding mode
	Independent forwarding
	√
	-

	
	Tunnel forwarding
	-
	-

	Authentication mode
	PSK authentication
	-
	-

	
	802.1x authentication
	√
	-

	
	Portal authentication
	√
	-

	NMS
	eSight
	√
	-

	Authentication, authorization, and accounting
	Huawei-Symantec TSM server
	√
	You can select a server according to network requirements

	
	Srun server (for accounting in China)
	√
	

	
	Accounting gateway (ME60 or Srun3000)
	√
	

	
	Third-party accounting system
	√
	


6.2  Small Campus Network WLAN Solution

Small campus networks are deployed in small and medium-range enterprises with 100 to 200 terminals.

Figure 6-31 Small 10G campus network topology
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Figure 6-32 Small ordinary campus network topology
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A small campus network uses flat network architecture integrating the core layer with the aggregation layer. To save costs, a small campus network does not use specialized NMS devices, resulting in low reliability. 

Chassis switches such as the S7700 with built-in ACU2 are deployed on a small 10G campus network. Independent ACs such as the AC6605 are deployed on a common small campus network. 

This solution features simple flat architecture and saves investment because it requires fewer some backup devices, NMS, and servers. 

Table 6-2 lists recommended configurations for WLAN network deployment on small campus networks.

Table 6-18 Recommended configurations for WLAN network deployment on the small campus network

	Item
	Category
	Recommended
	Remarks

	Network architecture
	Fat AP
	-
	-

	
	Fit AP
	√
	-

	AC deployment
	Centralized
	√
	-

	
	Distributed 
	-
	-

	AC deployment mode
	Branched mode
	√
	You can select the AC deployment mode according to network requirements.

	
	Chain mode
	√
	

	AC hardware type
	Integrated AC
	√
	You can deploy an integrated AC on a small 10G campus network, and deploy an independent AC on a common small campus network.

	
	Independent AC
	√
	

	AP type
	AP6010SN (an indoor AP supporting 802.11a/b/g/n)
	√
	You can select the AP type according to network requirements.

	
	AP6010DN (an indoor AP supporting 802.11a/b/g/n)
	√
	

	
	AP6510DN (an outdoor AP supporting 802.11a/b/g/n)
	√
	

	AC's IP address
	Static IP addresses
	√
	-

	
	Dynamic IP addresses
	-
	-

	AP's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	User's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	Mapping between VLAN IDs and SSIDs
	1:1
	-
	You can configure the mapping according to network requirements.

	
	1:N
	-
	

	
	N:1
	-
	

	
	N:N
	-
	

	DHCP server
	Independent DHCP server
	√
	-

	
	Integrated with an AC
	-
	-

	Mode in which an AP discovers an AC
	Option 43
	√
	You can select the AP discovering mode according to network requirements.

	
	Option 15
	√
	

	Service forwarding mode
	Independent forwarding
	√
	-

	
	Tunnel forwarding
	-
	-

	Authentication mode
	PSK authentication
	√
	-

	
	802.1x authentication
	-
	-

	
	Portal authentication 
	-
	-

	NMS
	eSight
	-
	You may not use a dedicated NMS.

	
	Independent maintenance
	√
	-


6.3  SOHO Campus Network WLAN Solution

The SOHO campus network WLAN solution applies to small campus networks of enterprises or representative offices with no more than 100 terminals. 

Figure 6-33 SOHO campus network topology
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On a SOHO campus network, the egress router, core layer, and aggregation layer are combined into one layer. The AC is integrated on an AR, such as AR1200. 

Table 6-3 lists recommended configurations for WLAN network deployment on SOHO campus networks.

Table 6-19 Recommended configurations for WLAN network deployment on the SOHO campus network

	Item
	Category
	Recommended
	Remarks

	Network architecture
	Fat AP
	-
	-

	
	Fit AP
	√
	-

	AC deployment
	Centralized
	√
	-

	
	Distributed 
	-
	-

	AC deployment mode
	Branched mode
	-
	-

	
	Chain mode
	√
	-

	AC hardware type
	Integrated AC
	√
	The AC is integrated on an AR G3 router.

	
	Independent AC
	-
	-

	AP type
	AP6010SN (an indoor AP supporting 802.11a/b/g/n)
	√
	You can select the AP type according to network requirements.

	
	AP6010DN (an indoor AP supporting 802.11a/b/g/n)
	√
	

	
	AP6510DN (an outdoor AP supporting 802.11a/b/g/n)
	√
	

	AC's IP address
	Static IP addresses
	√
	-

	
	Dynamic IP addresses
	-
	-

	AP's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	User's IP address
	Static IP addresses
	-
	-

	
	Dynamic IP addresses
	√
	-

	Mapping between VLAN IDs and SSIDs
	1:1
	-
	You can configure the mapping according to network requirements.

	
	1:N
	-
	

	
	N:1
	-
	

	
	N:N
	-
	

	DHCP server
	Independent DHCP server
	√
	-

	
	Integrated with an AC
	-
	-

	Mode in which an AP discovers an AC
	Option 43
	√
	You can select the AP discovering mode according to network requirements.

	
	Option 15
	√
	

	Service forwarding mode
	Independent forwarding
	√
	-

	
	Tunnel forwarding
	-
	-

	Authentication mode
	PSK authentication
	√
	-

	
	802.1x authentication
	-
	-

	
	Portal authentication
	-
	-


7  WLAN Product Introduction

WLAN series products include the box AC AC6605, subcard AC S9700/7700 ACU2, AP6010SN/DN, AP6310SN, AP6510DN, and AP6610DN.

7.1  AP6010SN-GN: Standard Indoor Single-Frequency AP

Figure 7-34 AP6010SN-GN appearance
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Product Specifications

Table 7-20 AP6010SN-GN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11b/g/n, supporting 2.4 GHz frequency band

	Dimensions
	180 x 180 x 50 mm

	Weight
	0.7 kg

	Power consumption
	6.5 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	100 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 4 dBi antenna gain


Functions

· Supports 2 x 2 MIMO.

· Supports maximum ratio combining (MRC).

· Supports 802.11n and 802.11b/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 150Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 dynamic frequency selection (DFS).

7.2  AP6010DN-AGN: Standard Indoor Dual-Frequency AP

Figure 7-35 AP6010DN-AGN appearance
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Product Specifications

Table 7-21 AP6010DN-AGN product specifications
	Item
	Specifications

	IEEE standards
	IEEE 802.11a/b/g/n, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	180 x 180 x 50 mm

	Weight
	0.7 kg

	Power consumption
	10.2 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	100 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 4 dBi antenna gain

Built-in 5 GHz omnidirectional antenna with 5 dBi antenna gain


Functions

· Supports 2 x 2 MIMO.

· Supports MRC.

· Supports 802.11n and 802.11a/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 300 Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only).

· Supports 802.11 DFS.

7.3  AP6310SN-GN: Economical Indoor Single-Frequency AP

Figure 7-36 AP6310SN-GN appearance
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Product Specifications

Table 7-22 AP6310SN-GN product specifications

	Item
	Specifications

	IEEE Standards
	IEEE 802.11b/g/n, supporting 2.4 GHz frequency band

	Dimensions
	240 x 200 x 40 mm

	Weight
	1.5 kg

	Power consumption
	6.5 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	500 mW


Functions

· Supports 20 MHz and 40 MHz channels.

· Supports an actual PHY data transmission rate of 150Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 DFS.

7.4  AP6510DN-AGN: Standard Outdoor Dual-Frequency AP

Figure 7-37 AP6510DN-AGN appearance
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Product Specifications

Table 7-23 AP6510DN-AGN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11a/b/g/n, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	265 x 265 x 83 mm

	Weight
	3.0 kg

	Power consumption
	24 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	2.4 GHz: 500 mW

5 GHz: 125 mW


Functions

· Supports 2 x 2 MIMO.

· Supports MRC.

· Supports 802.11n and 802.11a/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 300 Mbit/s. 

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 DFS. 

7.5  AP6610DN-AGN: Full-specification Outdoor Dual-Frequency AP

Figure 7-38 AP6610DN-AGN appearance
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Product Specifications

Table 7-24 AP6610DN-AGN product specifications

	Item
	Specifications

	IEEE STANDARDS
	IEEE 802.11a/b/g/n, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	265 x 265 x 83 mm

	Weight
	3.5 kg

	Power consumption
	28 W

	Power supply
	Non-IEEE 802.3at

	Maximum transmit power
	2.4 GHz: 500mW

5 GHz: 125 mW

	Interface
	SFP interface, supporting AC power supply


Functions

· Supports 2 x 2 MIMO.

· Supports MRC.

· Supports 802.11n and 802.11a/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 300 Mbit/s. 

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 DFS. 
7.6  AP7110SN-GN: Indoor enhanced Industrial Single-Frequency AP

Figure 7-39 AP7110SN-GN appearance

[image: image42.png]



Product Specifications

Table 7-25 AP7110SN-GN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11b/g/n, supporting 2.4 GHz frequency band

	Dimensions
	200 x 200 x 43 mm

	Weight
	1.5 kg

	Power consumption
	10.0 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	100 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 2.5 dBi antenna gain


Functions

· Supports 3x 3 MIMO.

· Supports maximum ratio combining (MRC).
· Support maximum likelihood decoding(MLD)
· Supports 802.11n and 802.11b/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 450 Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 dynamic frequency selection (DFS).
7.7  AP7110DN-AGN: Indoor enhanced Industrial Dual-Frequency AP

Figure 7-40 AP7110DN-AGN appearance
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Product Specifications

Table 7-26 AP7110DN-AGN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11a/b/g/n, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	200 x 200 x 43 mm

	Weight
	1.5 kg

	Power consumption
	14.5 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	100 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 2.5 dBi antenna gain

Built-in 5 GHz omnidirectional antenna with 4 dBi antenna gain


Functions

· Supports 3x 3 MIMO.

· Supports maximum ratio combining (MRC).
· Support maximum likelihood decoding(MLD)
· Supports 802.11n and 802.11b/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 900Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 dynamic frequency selection (DFS).

7.8  AP5010SN-GN: Standard Indoor Single-Frequency AP

Figure 7-41 AP5010SN-GN appearance
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Product Specifications

Table 7-27 AP5010SN-GN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11b/g/n, supporting 2.4 GHz frequency band

	Dimensions
	180 x 180 x 50 mm

	Weight
	0.4 kg

	Power consumption
	6.0 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	50 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 4 dBi antenna gain


Functions

· Supports 2 x 2 MIMO.

· Supports maximum ratio combining (MRC).
· Support maximum likelihood decoding(MLD)
· Supports 802.11n and 802.11b/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 150 Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 dynamic frequency selection (DFS).

7.9  AP5010DN-AGN: Standard Indoor Dual-Frequency AP

Figure 7-42 AP5010DN-AGN appearance
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Product Specifications

Table 7-28 AP5010DN-AGN product specifications

	Item
	Specifications

	IEEE standards
	IEEE 802.11a/b/g/n, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	180 x 180 x 50 mm

	Weight
	0.4 kg

	Power consumption
	9.5 W

	Power supply
	IEEE 802.3af

	Maximum transmit power
	50 mW

	Antenna
	Built-in 2.4 GHz omnidirectional antenna with 4 dBi antenna gain

Built-in 5 GHz omnidirectional antenna with 5 dBi antenna gain


Functions

· Supports 2 x 2 MIMO.

· Supports maximum ratio combining (MRC).
· Support maximum likelihood decoding(MLD)
· Supports 802.11n and 802.11b/g beamforming.

· Supports 20 MHz and 40 MHz channels and an actual PHY data transmission rate of 300 Mbit/s.

· Supports data package aggregation: A-MPDU (Tx/Rx) and A-MSDU (Rx only). 

· Supports 802.11 dynamic frequency selection (DFS).
7.10  AP5030DN: cost-effective 802.11ac access point (AP)
Figure 7-43 AP5030DN appearance
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Product Specifications

Table 7-29 AP5030DN product specifications

	Item
	Specifications

	IEEE STANDARDS
	IEEE 802.11a/b/g/n/ac, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	220 mm x 220 mm x 53 mm

	Weight
	1 kg

	Power consumption
	13 W

	Power supply
	DC 12V±10%
POE Power: -48V DC
PoE function in compliance with IEEE 802.3af and 802.3at

	Maximum transmit power
	20 dBm
You can adjust the transmit power from the maximum transmit power by 20 dB, with a step of 1 dB.
NOTE:Actual transmit power depends on local laws and regulations.

	Interface
	Two 10/100/1000M interface


Functions

· complies with IEEE 802.11a/b/g/n/ac. 

· Supports 3 x 3 MIMO and provides a maximum rate of 1.75 Gbit/s. 

· Supports aggregation of two Ethernet interfaces. 

· Supports Wi-Fi Multimedia (WMM) and priority mapping on the air interface and wired interface. 

· Supports wired link integrity check. 

· Supports load balancing. 

· Supports roaming without service interruption in Fit AP mode
7.11  AP5130DN: cost-effective 802.11ac access point (AP)
Figure 7-44 AP5130DN appearance
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Product Specifications

Table 7-30 AP5130DN product specifications

	Item
	Specifications

	IEEE STANDARDS
	IEEE 802.11a/b/g/n/ac, supporting 2.4 GHz and 5 GHz frequency bands

	Dimensions
	220 mm x 220 mm x 53 mm

	Weight
	1 kg

	Power consumption
	13 W

	Power supply
	DC 12V±10%
POE Power: -48V DC
PoE function in compliance with IEEE 802.3af and 802.3at

	Maximum transmit power
	20 dBm
You can adjust the transmit power from the maximum transmit power by 20 dB, with a step of 1 dB.
NOTE:Actual transmit power depends on local laws and regulations.

	Interface
	Two 10/100/1000M interface


Functions

· complies with IEEE 802.11a/b/g/n/ac. 

· Supports 3 x 3 MIMO and provides a maximum rate of 1.75 Gbit/s. 

· Supports aggregation of two Ethernet interfaces. 

· Supports Wi-Fi Multimedia (WMM) and priority mapping on the air interface and wired interface. 

· Supports wired link integrity check. 

· Supports load balancing. 

· Supports roaming without service interruption in Fit AP mode
7.12  AC6005

Figure 7-45 AC6605 appearance
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GE1: a 10/100/1000M interface, which connects to the wired Ethernet

GE0/PoE: a 10/100/1000M interface, which connects to the wired Ethernet and supports PoE power supply.

Abundant Port Types

8 GE Service ports One RJ45 maintenance serial port One USB Maintenance port. 

Large Capacity, High Performance, Integrated Design

Large forwarding capacity: the AC has 8 GE ports, and provides 4 Gbit/s forwarding capacity. PoE: The AC supports the PoE function and can provide the maximum power on 8 ports. This PoE capability can provide power to APs and other powered devices (PDs) connected to the AC unit. 

Carrier-Class Reliability

Port backup based on the Link Aggregation Control Protocol (LACP) or Multiple Spanning Tree Protocol (MSTP). The AC supports 1+1 hot backup. 

Easy-to-Install and Easy-to-Maintain

The AC6005 dimensions (width x depth x height) are 320 mm × 233.6 mm × 43.6 mm and the AC6005 can be installed on a desk or in a standard IEC cabinet(19 inch). The built-in web system of AC allows local GUI-based management. The AC can be managed by the eSight that provides various northbound interfaces. The AC supports the intra-board temperature probe, which monitors the operating environment of the AC in real time. 

Energy Conservation

Low noise fans that can adjust the speed automatically are used, thus reducing noises in the system and power consumption of fans. The chip switches to the power saving mode when no connected device is detected on a service interface, that is, the interface is idle. It uses highly-integrated and energy-saving chips produced through advanced processing techniques. With the help of the intelligent device management system, the chips not only improve system performance but also greatly reduce power consumption of the entire system.

7.13  AC6605

Figure 7-46 AC6605 appearance
[image: image49.png]



The AC6605 has the following features:

· High performance

· Supports fast roaming (buffering PMK).

· Manages a maximum of 512 APs.

· High reliability

· Provides 1+1 dual link backup between ACs.

· Provides 50 ms protection for uplinks using LACP and MSTP.

· Provides dual power interfaces for power backup.

· Supports hot swapping of fans and power modules, and provides over-temperature alarms. 
· Powerful networking and service capability

· Abundant interfaces: 2 x 10GE optical interfaces, 4 x GE Combo interfaces, and 24 x GE electrical interfaces.

· Powerful service capability: refined QoS, abundant L2/L3 functions, and standard MIB interfaces.

· Saving investment

· Seamlessly integrates with 802.11b/g/n.

· Provides standard software platform to seamlessly integrates with broadband MAN devices.

7.14  S9700/S7700 ACU2
Figure 7-47 S9700/S7700 ACU2 appearance
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S9700/S7700 ACU2 has the following functions:

· AP management and user access

· Large capacity: Each ACU2 connects to 2K APs and manages a maximum of 11K APs.

· Batch AP configuration using profiles

· Various authentication modes: MAC address authentication, Portal authentication, 802.1x authentication, and non-authentication

· Global calibration, partial calibration, and coverage hole compensation
· Security and right control

· Flexible user right control. It manages users by groups and can also isolate users.
· Various security standards including WEP, WPA/WPA2(PSK/1X), and WAPI 

· Key management/AP blacklist

· Defense against STA IP address spoofing, ARP attacks, and attacks from bogus DHCP servers
· Wireless network 

· CAPWAP tunnel and line-speed forwarding

· WMM, priority mapping, CAR, flow level definition, load balancing, and AC backup

· Flexible networking (centralized forwarding, local forwarding, and Layer 2/3 networking), and WDS deployment
7.15  S12700 Native AC
Figure 7-48 S12700 Native AC appearance
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S12700 Native AC has the following functions:

· AP management and user access

· Large capacity: Each Native AC connects to 1K APs and manages a maximum of 4K APs.

· Batch AP configuration using profiles

· Various authentication modes: MAC address authentication, Portal authentication, 802.1x authentication, and non-authentication

· Global calibration, partial calibration, and coverage hole compensation
· Security and right control

· Flexible user right control. It manages users by groups and can also isolate users.
· Various security standards including WEP, WPA/WPA2(PSK/1X), and WAPI 

· Key management/AP blacklist

· Defense against STA IP address spoofing, ARP attacks, and attacks from bogus DHCP servers
· Wireless network 

· CAPWAP tunnel and line-speed forwarding

· WMM, priority mapping, CAR, flow level definition, load balancing, and AC backup

· Flexible networking (centralized forwarding, local forwarding, and Layer 2/3 networking), and WDS deployment
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