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1  Product Overview
With the acceleration of digital transformation in the industry, more and more services and applications are deployed in data centers. In addition, the development of software technologies such as Big Data, machine learning, distribution, and servitization accelerates the pace of digital transformation in the industry. Cloudification of enterprise data centers becomes increasingly urgent, and cloud computing is becoming the basic capability of each industry. It is an urgent task for enterprises to quickly build cloud-based data centers that can support future service development. Data center networks, as the cornerstone of constructing cloud data centers, are facing great challenges. Traditional data center networks can hardly be cloudified. To handle this problem, the SDN is developed. 
In the SDN era, computing resource pooling, storage resource pooling, network resource pooling, and network and service automation bring convenience to users but great challenges to network O&M. Compared with traditional network O&M, network O&M in the SDN era features in the following: proactive, real-time, and large-scale.
· Proactive: The SDN scenario requires that services can be provisioned quickly and dynamically. For example, if logical networks are created and deleted as required, network or service configuration changes frequently. Frequent configuration change increases the fault probability. The O&M system must be able to proactively and intelligently detect these faults, and use big data analysis and experience databases to help users quickly locate and rectify faults.
· Real-time: The O&M system can detect microburst exceptions on the network in a timely manner. For example, an enterprise customer complained that its lightweight network had the issue of transient packet loss and suspected that there were millisecond-level traffic bursts. However, these issues cannot be detected in the minute-level SNMP mechanism, let alone be optimized. 
· Large-scale: Large-scale management has many meanings. On one hand, managed objects are extended from physical devices to virtual machines (VMs) and the NE management scale is increased by dozens of times. On the other hand, the device indicator collection granularity is improved from minutes to milliseconds to meet real-time analysis requirements, and the data volume is increased by nearly 1000 times. For active awareness and troubleshooting of issues, FabricInsight needs to collect and analyze network device indicators, and analyze the actual forwarding service flows, further increasing the data scale.
The traditional O&M management system is challenged by the preceding three features in SDN network O&M. According to a survey conducted by the EMA on over 100 enterprises, about 70% of customers are concerned about whether the existing network O&M system is applicable to the SDN scenarios. 
To deal with the O&M challenges (proactive, real-time, and large-scale) in the SDN scenario, the customer needs to change the overall O&M architecture so that the SND network can be easily used. Huawei FabricInsight, an intelligent network analysis platform, overrides the traditional monitoring focusing on resource status, detects fabric status and application behavior in real time, and breaks the boundaries between networks and applications. In addition, FabricInsight analyzes networks from the application perspective, proactively detects network or application issues, and provides automatic troubleshooting capabilities for service connectivity issues, helping users quickly demarcate and rectify faults and ensure continuous and stable running of applications.
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The FabricInsight O&M architecture is constructed based on the following points:
· Visualization: visible and clear
The concept of "visible" consists of two aspects: observed objects and real-time observation. Observed objects include physical objects such as devices, interfaces, and links and logical objects such as packet forwarding path, service interaction relationship, and service interaction quality. Real-time observation supports perception of millisecond-level symptoms, for example, identifying microburst traffic congestion on the network. The concept "clear" refers to the observation accuracy. On one hand, a large amount of data needs to be collected, for example, collecting all TCP flows. On the other hand, the data must be analyzed in real time to identify abnormal service flows.
· Automation: proactive analysis and automatic troubleshooting
To proactively and intelligently detect issues on the network in a timely manner, the O&M system must be able to analyze massive data and identify abnormal events on the network, for example, service connectivity issues and traffic congestion ports. In addition, the O&M system needs to determine whether to generate issue models and recommend them to users based on machine learning algorithms. For automatic troubleshooting, the O&M system must be able to analyze issue data and learn the issue case library. In addition, the O&M system must be able to orchestrate executable troubleshooting task links for different fault patterns, reducing the time required for issue demarcation and locating. 
1.1  Solution Design
1.1  Solution Design
FabricInsight collects and analyzes the original TCP feature packets forwarded on the network, displays the application interaction relationship and quality, and visualizes the network traffic. In addition, FabricInsight parses packet features, and restores hop-by-hop forwarding paths of packets and forwarding traffic and latency of links to implement association between applications and networks. Then, FabricInsight collects the packet loss, traffic, and configuration of network devices through technologies such as Telemetry and proactively evaluates the network service status based on AI algorithms such as dynamic baseline and Gaussian regression. In this way, FabricInsight can build the multi-layer association analysis capability from service flow to forwarding path to network service, and display application behavior and network quality in a structured manner.
Figure 1-1 FabricInsight solution design
[image: image5.png]& o=
R o @

BEERL  yrar AT

=@

Insight

RIFAREIETIER ?
RIFRASREIER ?

ECMPRI ARSI REASEE R
BRGNS ?

MBI R IIE IR ?
SR/ REA TR ?





FabricInsight performs big data analysis on collected ERSPAN flows and Telemetry performance metrics through distributed real-time and offline computing. In addition, FabricInsight proactively detects possible issues on the fabric based on AI algorithms such as baseline exception detection and multi-dimension clustering analysis, and intelligently analyzes and identifies whether the network or application has group issues. For service connectivity issues, FabricInsight automatically orchestrates troubleshooting procedures to support one-click automatic troubleshooting. All these help users achieve the proactive and intelligent O&M goal for proactive issue detection and minute-level issue locating and demarcation. 
Figure 1-2 Proactive and intelligent O&M
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2  Key Technical Principles
2.1  Architecture
2.2  ERSPAN Flow Analysis
2.3  Telemetry Performance Metric Analysis
2.4  Issue Detection and Troubleshooting
2.1  Architecture
Based on Huawei Big Data platform, FabricInsight receives data from network devices in Telemetry mode and uses intelligent algorithms to analyze and display network data. The FabricInsight architecture consists of three parts: network device, FabricInsight collector, and FabricInsight analyzer.
Figure 2-1 FabricInsight architecture
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The FabricInsight analyzer uses the microservice architecture. Each service is deployed in multi-instance mode, which features high reliability and scalability. You can expand the service capacity by expanding instance nodes. Instances are independent of each other. External HTTP requests are distributed by the message bus to each node for processing. The analyzer connects to the collector in the southbound direction and uses the LVS to improve system reliability.
Figure 2-2 FabricInsight analyzer microservice architecture
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Figure 2-3 FabricInsight networking
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Network devices
Network devices are switches on the data center network, such as the leaf and spine nodes in the figure. Currently, Huawei CE-series switches are supported. For the current FabricInsight version, devices need to report two types of data in Telemetry mode: TCP packets mirrored based on ERSPAN and performance metrics such as interface traffic reported based on (Google Remote Procedure Call Protocol) GRPC. 
· ERSPAN mirrored packets: The forwarding chip on the switch identifies TCP SYN and FIN packets on the network and mirrors the packets to the FabricInsight collector through the ERSPAN protocol. Since the forwarding chip directly identifies and mirrors the packets without using the CPU, the stability of the switch is not affected. In addition, the original packets remain unchanged and the forwarding routes of the original packets are not affected.
· GRPC performance metrics: Devices are connected as GRPC clients. Users can configure the Telemetry sampling function for a device using commands. The device then proactively establishes a GRPC connection with the target collector and sends data to the collector. The current version supports the following sampling metrics:
· CPU and memory usage at the device and board levels
· Number of sent and received bytes, number of discarded sent and received packets, and number of sent and received error packets at the interface level
· Number of congested bytes at the queue level
· Packet loss behavior data
For details about indicator details and device models, see the product specification list.
FabricInsight collector
The FabricInsight collector collects data reported by switches in Telemetry mode, including TCP packets mirrored based on ERSPAN and performance metrics reported based on GRPC. For mirrored TCP packets, the collector adds timestamps to the packets, and packs and sends the packets to the analyzer for analysis. To improve the packet processing efficiency, the collector is implemented based on Intel Data Plane Development Kit (Intel DPDK). Therefore, the collector needs to support the DPDK network adapter. The Intel 82599 10GE network adapter is recommended. 
FabricInsight analyzer
The FabricInsight analyzer cluster receives data from the collector, including TCP packets and performance metrics. The analyzer cleans different types of data using related cleaning logic, for example, calculating the forwarding path, forwarding latency, and link latency of packets. In addition, the analyzer analyzes application interaction relationships, associates applications with network paths, establishes dynamic baselines for some performance metrics based on the AI algorithms, detects exceptions, predicts the fault probability of optical modules. The analyzer can collect statistics on and analyze these data and display the analysis result.
FabricInsight high availability
FabricInsight uses the cluster technology to prevent service interruption upon single point of failure (SPOF). It mainly includes the collector cluster and analyzer cluster.
· Collector cluster: Service network ports on the collector nodes are bonded. If a service network port is faulty, functions of the collector are not affected. In the collector cluster, each collector node establishes an OSPF neighbor relationship with its leaf node, advertises a unified virtual IP (VIP) route, and uses the equal-cost multi-path (ECMP) capability of the network device to implement multi-active load balancing of the collector. When a collector node in the cluster is faulty, the collector node stops sending OSPF heartbeat packets. After the heartbeat timeout period elapses, the leaf switch triggers route recalculation and subsequent mirrored packets and performance metrics will not be sent to the collector node, implementing dynamic fault isolation.
· Analyzer cluster: Service network ports on the analyzer nodes are also bonded. If a service network port is faulty, functions of the analyzer are not affected. In addition, the analyzer uses the microservice architecture. Service functions are deployed on multiple analyzer nodes. Microservice instances are independent of each other and the same result is returned for user requests regardless of which node the user requests to access. After services are started, they automatically register the service access routes with the message bus, which then forwards HTTP requests based on external request URLs. In addition, the message bus periodically checks whether the service port of each analyzer node is available. If the service port is unavailable, the message bus deletes the service port from the routing table. If an analyzer node is unavailable or services on an analyzer node are unavailable, the analyzer cluster can still be normally accessed by external systems. 
FabricInsight data flow
ERSPAN mirrored packets and GRPC performance metric data are reported to the collector through switches. The collector parses the data, extracts related fields, and reports them to the AP service of the analyzer in the specified format. The AP service only receives the data and saves it to the Kafka. Three Spark Streaming cleaning tasks (PacketsETL, BizETL, and KPIETL) are executed on the analyzer cluster to obtain data from the Kafka in real time for service processing. The PacketsETL task combines TCP packets with the same quintuple into one record and writes the record to the Kafka. The BizETL task processes data cleaned by the PacketsETL task (for example, application identification and route calculation) and writes the processed data to the Kafka. Then, Druid writes the data processed by the BizETL task to the HDFS. The KPIETL task cleans performance metric data, for example, supplementing dimensions for specified metric groups based on the site requirements, processing differences of metrics such as the number of interface inbound bytes in the adjacent two periods, and writing data to the Druid through the Kafka. 
Figure 2-4 FabricInsight data flow diagram
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1. Kafka is a high-throughput and distributed message system based on the release and subscription.
2. Spark Streaming is an extension of Spark Core API and supports distributed computing and processing of elastic, high-throughput, and fault-tolerant real-time data flows.
3. Druid is a fast column-oriented distributed data storage system that supports high-speed aggregation and second-level query. It also supports million-level event access per second.
4. Hadoop Distribute File System (HDFS) is a distributed file system that provides high-throughput data access and applies to large-scale data sets. 
Multi-Fabric Management
FabricInsight supports multi-fabric management. Each fabric can be deployed with a collector cluster and an analyzer cluster is used to manage data on all fabrics. In the multi-fabric management scenario, the collector cluster and analyzer cluster on each fabric must communicate with each other through the outband management network. The following figure shows the networking.
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Similar to single-fabric management, all interaction with the devices is completed by the collector in the multi-fabric management scenario. The collector cluster on a fabric receives ERSPAN mirrored packets and Telemetry performance metric data on the fabric, and reports the data to the unified analyzer in a unified format. After receiving data reported by the fabric collectors, the analyzer cleans and imports the data into the database based on the related service logic and records the fabric label. Users can filter and view data by fabric on the GUI.
The communication bandwidth between the collector clusters and analyzer cluster must meet the requirements based on the data scale. In different data management scenarios, the required bandwidth can be estimated based on formulas in the following table.
Table 2-1 Estimating the communication bandwidth between the collector clusters and analyzer cluster
	Data Management Scenario
	Estimation Formula
	Example
	Remarks

	ERSPAN flow analysis
	Number of flows/s x 12 mirrored packets/flow x 128 bytes/packet x Data compression ratio (about 0.6) x 8 bit/s
	If there are 20000 flows per second on the network, the required bandwidth is calculated as follows: 
20000*12*128*0.6*8bps=140Mbps
	· Each flow has 12 mirrored packets. The calculation rule is as follows: Each flow contains 4 feature packets (SYN, SYNACK, FINACK, and FINACK) and each packet passes through 3 hops during network forwarding.

	ERSPAN flow + Telemetry performance metric analysis
	Number of flows/s x 12 mirrored packets/flow x 128 bytes/packet x Data compression ratio (about 0.6) x 8 bit/s + 
(Number of devices reporting Telemetry performance metrics x 452 measurement object metric sets/per device per minute x 256 bytes x Data compression ratio (about 0.6) x 8 bit/s)/60
	If there are 10000 flows per second on the network on average and Telemetry performance metric data reporting is enabled for 100 devices, the required bandwidth is calculated as follows:
10000 x 12 x 128 x 0.6 x 8 bit/s + 100 x 452 x 256 x 0.6 x 8 bit/s/60 = 71 Mbit/s
	· If each device has 50 interfaces and 400 queues on average, and device and interface metrics are reported every one minute, queue congestion occurs once a minute.
· The device-level measurement object has two metric sets. The interface- or queue-level measurement object has one metric set.
· Each metric set has five collection metrics on average. On average, 256 bytes are reported for each metric of each measurement object. 
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1. When the collector cluster and analyzer cluster are deployed remotely, cross-WAN communication is not supported. You are advised to directly connect the collector cluster and analyzer cluster through optical fibers.
2. The network visualization page displays data by fabric view. Each fabric view displays the overview, network topology, and abnormal packet statistics of the fabric. The page supports fabric view switchover. Information about multiple fabrics cannot be displayed in the same fabric view. 
3. If all fabrics of flows interacting cross fabrics have been managed and Network Address Translation (NAT) is not performed for packets during packet forwarding, packet forwarding routes on all involved fabrics can be displayed in the packet traveling topology on the flow events page at the same time.
4. Collector clusters on different fabrics support only NTP clock synchronization and does not support 1588v2 (PTP) high-precision clock synchronization. Therefore, for packets exchanged across fabrics, the latency of inter-fabric interaction is accurate to millisecond, which has a certain precision error. However, the hop-by-hop latency on the fabric is still accurate to submicroseconds. (For details about the packet transmission latency calculation principle, see 2.2.4 Packet Transmission Latency Calculation Principle.)
2.2  ERSPAN Flow Analysis
This section describes the key technical principles for analyzing TCP packets mirrored based on ERSPAN.
2.2.1  TCP Flow Collection Principle
FabricInsight uses the remote flow mirroring capability of the switch to configure traffic classification on the switch to match TCP packets. Then, FabricInsight sends the packets to the monitoring device (FabricInsight collector) through the ERSPAN protocol.
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As shown in the following figure, assume that two VMs communicate with each other crossing leaf nodes. The red dotted lines indicate the packet routes. The remote mirroring in the inbound direction is enabled for each switch on the packet transmission route. If the packet passes through three hops from Leaf to Spine to Leaf, each of the three switches mirrors the packet to the FabricInsight collector once. The FabricInsight analyzer uses algorithms to restore the packet transmission route and perform related statistics and analysis. 
Figure 2-5 FabricInsight traffic mirroring
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In the TCP protocol, three handshakes are required for setting up a TCP connection and four handshakes are required for tearing down the connection. To monitor TCP connection setup and teardown between applications on the network, FabricInsight needs to mirror the SYN, FIN, and RST packets in the TCP protocol to the FabricInsight collector.
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To enable the ERSPAN remote flow mirroring function on the switch, you need to install the ERSPAN plug-in on the switch. For details about how to install the ERSPAN plug-in, see the related manuals of the CE-series switches. After installing the ERSPAN plug-in, you need to complete related configurations on the device and enable the flow mirroring function. For device models that support the ERSPAN enhanced feature, you need to enable the ERSPAN enhanced feature when configuring flow mirroring. The configuration commands may vary depending on the device model and version. For details, see the configuration guide of the CE-series switch.
2.2.2  TCP Session Traffic Calculation Principle
FabricInsight calculates the traffic of TCP sessions based on the TCP sequence number of SYN and FIN packets.
· Traffic volume in the request direction = Sequence number of the FINACK packet in the request direction - Sequence number of the SYN packet
· Traffic volume in the response direction = Sequence number of the FINACK packet in the response direction - Sequence number of the SYNACK packet
If the TCP sequence number is rotated only once in the TCP session duration, the rotated TCP sequence number can be identified and corrected. If the TCP sequence number is rotated multiple times during the TCP session duration, the rotated TCP sequence number cannot be identified through the current technology and the traffic calculation result may be incorrect. 
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Each byte in the data flow transmitted over the TCP link is encoded with a sequence number. That is, the Sequence Number field in the TCP protocol is added to each byte. The length of Sequence Number is 32 bits, and the value ranges from 0 to 4294967295. When the sequence number in the TCP link life cycle is accumulated to 4294967295, the sequence number starts from 0 again, which is called sequence number rotation.
2.2.3  Packet Route Calculation Principle
After collecting the TCP packets mirrored by network devices, the FabricInsight analyzer calculates each TCP packet and restores each hop device of the TCP packet. The current version supports packet parsing in ERSPAN Type2 and Type3 formats.
· ERSPAN Type2 packets: The mirrored packets do not contain the forwarding port. In this case, the calculated transmission path contains the devices of each hop of the packet but the specific ports cannot be identified. 
· ERSPAN Type3 packets: The mirrored packets contain the inbound forwarding port. In this case, the port of each-hop device that the packet passes through can be calculated based on the physical link data. The prerequisite is that each-hop device in the packet forwarding route must support the ERSPAN enhanced feature and have the feature enabled. 
The following uses the layer-3 forwarding process of the hardware-centralized gateway as an example to describe the packet route calculation process.
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As shown in the preceding figure, the overall networking mode is the hardware-centralized gateway mode. VM1 and VM3 are located on different subnets. The communication between the two subnets needs to be routed and forwarded by the gateway. During packet transmission, FabricInsight receives three copies of mirrored packets.
The first copy of mirrored packets is the mirrored packets in the inbound direction of the ToR1. The packets are IP packets sent by VM1. After being forwarded by the vSwitch, the packets are tagged with VLAN tags. After arriving at ToR1, the packets are forwarded through VxLAN. Since the packets are forwarded across subnets, the next hop is the gateway.
The second copy of mirrored packets is the mirrored packets in the inbound direction of the gateway. The packets are VxLAN packets sent by the ToR1. After receiving the packets, the ToR1 determines that the next hop is the gateway and encapsulates the VxLAN packets. The source IP address is the IP address of NVE1 and the destination IP address is the IP address of NVE3 on the gateway.
The third copy of mirrored packets is the mirrored packets in the inbound direction of the ToR2. The packets are VxLAN packets forwarded by the gateway at layer 3. When performing layer-3 forwarding, the gateway decapsulates the VxLAN packets of the BD1 and encapsulates the VxLAN packets of the BD2.
After receiving the packets, FabricInsight performs matching based on the content of the inner packets to identify the same TCP packets. After identifying the three copies of mirrored packets as the same TCP packets, FabricInsight sorts the packets based on the TTLs of inner and outer packets (because the TTLs of inner and outer packets change after packets are forwarded by the gateway at layer 3) and calculates the packet forwarding routes based on certain rules. Since the mirrored packets do not contain the device ports through which TCP packets are transmitted, the calculated routes can only be accurate to device but cannot be accurate to port on the device.
2.2.4  Packet Transmission Latency Calculation Principle
FabricInsight mirrors TCP SYN, FIN, and RST packets in the inbound direction of the switch to the FabricInsight collector through remote flow mirroring of the switch. After adding the timestamp to the packets, the FabricInsight collector calculates the packet transmission routes and transmission latency of each hop. 
Figure 2-6 FabricInsight latency calculation principle
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As shown in the preceding figure, after receiving SYN packets, the switch immediately sends them to the FabricInsight collector. Two FabricInsight collectors form a cluster and the collectors use the OSPF protocol to implement load balancing. The leaf switch where FabricInsight is located performs load balancing based on the IP address of mirrored packets and sends the packets to any collector in the collector cluster. The 1588v2 clock synchronization is used to ensure clock synchronization between the collector servers. A SYN packet is transmitted through three switches at time T1, T2, and T3, and three mirrored packets are generated. The three mirrored packets arrive at the collector at time T1', T2', and T3'. FabricInsight calculates the route latency as follows: T2'-T1' and T3'-T2'. However, the actual route latency is as follows: T2-T1 and T3-T2. Because the packet transmission routes and actual packet processing collectors are different, the sequence of the timestamps in the three mirrored packets may be different from the transmission sequence on the original route. As a result, the calculated route latency may be different from the actual route latency.
2.2.5  Application Identification Principle
When processing a reported TCP flow, FabricInsight can identify the application to which the TCP flow belongs. The application identification function is implemented based on the mapping between the application and IP address entered on the GUI. During processing, FabricInsight finds the matching application information based on the source IP address, destination IP address, and destination port. Information on the application configuration page is entered based on the following hierarchy: application > cluster > network segment. An application can be configured with multiple clusters and a cluster can also be configured with multiple network segments. 
Figure 2-7 Application information configuration page
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Assume that the source IP address and destination IP address of a TCP flow is 1.1.1.11 and 1.1.2.22, respectively. According to the application information in the preceding figure, the source IP address belongs to the APP cluster and the destination IP address belongs to the database cluster. Therefore, this TCP flow is an interaction in the MobileApp application.
2.2.6  TCP Exception Detection Principle
FabricInsight can detect exceptions in the following table.
	Exception type
	Exception Type Description

	Retransmission of TCP signaling packets
	If the peer end of the TCP signaling packet (SYN, SYNACK, or FINACK) does not respond within a specified period, the TCP retransmission mechanism is triggered to resend the signaling packet.

	TCP connection setup failure
	SYN and SYNACK TCP retransmission times out or the server directly replies an RST packet after the client sends a SYN packet.
After detecting that the SYNACK packet is retransmitted, FabricInsight waits for two minutes. If FIN and RST packets are reported within two minutes, connection setup is successful. If no other packets are received within the two minutes, the SYNACK connection fails to be set up. 

	TCP RST packet
	The RST is set.

	TTL exception
	The TTL value of the inner packet is smaller than 3.

	TCP flag exception
	SYN and FIN are both set.
SYN and RST are both set.
FIN, PSH, and URG are set at the same time.
SYN and PSH are both set.
FIN is set but ACK is not set.


2.3  Telemetry Performance Metric Analysis
This section describes the key technical principles for analyzing performance metrics based on the GRPC protocol.
2.3.1  Performance Metric Collection Principle
FabricInsight uses the Telemetry feature of CE-series switches to collect performance metrics of devices, interfaces, and queues, enabling users to actively monitor and predict network faults. The Telemetry feature uses the GRPC protocol to push data from devices to the FabricInsight collector. Before using this feature, you need to import Telemetry license on the device.
GRPC Protocol Overview
The protocol is a high-performance general RPC open-source software framework running over HTTP/2 protocols at the transport layer. Both communication parties perform secondary development based on the framework, so that both communication parties focus on services and do not need to pay attention to bottom-layer communication implemented by the GRPC software framework.
The following figure shows the GRPC protocol stack layers.
Figure 2-8 GRPC protocol stack layers
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The layers are described as follows:
· TCP layer: This is a bottom-layer communication protocol, which is based on the TCP connection.
· HTTP2 layer: The HTTP2 protocol carries GRPC, using HTTP2 features including bidirectional streams, flow control, header compression, and multiplexing request of a single connection.
· GRPC layer: This layer defines the protocol interaction format for remote procedure calls.
· GPB encoding layer: Data transmitted through the GRPC protocol is encoded in Google Protocol Buffers (GPB) format.
· Data model layer: Communication parties need to understand data models of each other so that they can correctly interact with each other.
Users can configure the Telemetry sampling function for a device using commands. The device then functions as a GPRC client to proactively establish a GRPC connection with the target collector and push data to the collector.
GPB Encoding Introduction
The GRPC protocol uses the GPB encoding format to carry data. GPB provides a mechanism for serializing structured data flexibly, efficiently, and automatically. Similar to XML and JSON, GPB is also an encoding mode. However, GPB is a binary encoding mode with good performance and high efficiency. GPB has v2 and v3 versions. Currently, devices support the v3 version.
GRPC connections are established according to the GRPC definition and messages carried by GRPC described in the .proto file. GPB uses the .proto file to describe a dictionary for encoding, that is, describing the data structure. During encoding, FabricInsight automatically generates code based on the .proto file, conducts secondary development based on the generated code, and encodes and decodes the GPB, implementing device connection and parsing of message formats defined in the .proto file. 
Service Data .proto Files
The following table describes the service .proto files and metric sampling paths supported by FabricInsight of the current version.
	Monitored Object
	Measurement Metric
	Metric Sampling Path
	Earliest Device Version
	Supported Device Type
	Minimum Sampling Precision (FabricInsight Specifications)

	Device/Board
	CPU usage
	huawei-devm:devm/cpuInfos/cpuInfo
	V200R005C00
	CE6810EI/CE6810LI/CE6850EI/CE6850HI/CE6850U-HI/CE6851HI/CE6855HI/CE6860EI/CE6870EI/CE6875EI/CE6880EI
CE7850EI/CE7855EI
CE8850EI/CE8860EI
CE12804/CE12808/CE12812/CE12816/CE12804S/CE12808S/CE12804E/CE12808E/CE12816E
	1 min

	
	Memory usage
	huawei-devm:devm/memoryInfos/memoryInfo
	V200R005C00
	
	1 min

	Interface
	Number of received/sent packets, number of received/sent broadcast packets, number of received/sent multicast packets, number of received/sent unicast packets, number of received/sent bytes
	huawei-ifm:ifm/interfaces/interface/ifStatistics
	V200R005C00
	
	1 min

	
	Number of discarded received/sent packets, number of received/sent error packets
	huawei-ifm:ifm/interfaces/interface/ifStatistics
	V200R005C00
	
	1 min

	Queue
	Number of Buffer bytes
	huawei-qos:qos/qosPortBufUsageStats/qosPortBufUsageStat
	V200R005C00
	
	100 ms

	Packet loss behavior
	Forwarding packet loss and congested packet loss
	huawei-qos:qos/qosGlobalCfgs/qosCaptureDropstats/qosCaptureDropstat
	V200R005C00
	CE6865-48S8CQ-EI/CE8850-64CQ-EI/CE12800E-X
	100 ms
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5. For details about the models and versions of devices supporting the Telemetry feature in FabricInsight of this version, see the specifications list.
6. In this version, FabricInsight does not provide the Telemetry configuration delivery capability. That is, Telemetry sampling commands cannot be configured and delivered on FabricInsight GUI. Users need to manually configure the Telemetry sampling command on the device.
Networking
After the Telemetry performance metric subscription rule is configured on CE-series switches, the switches collect metric data based on the specified period and send the data to FabricInsight for analysis. The following figure shows the networking.
Figure 2-9 Networking for collecting Telemetry performance metric data
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The collector cluster advertises OSPF VIP routes externally. Devices report Telemetry performance metric data and ERSPAN mirrored packets by using the VIP routes as the destination address. The collector cluster receives data packets through the DPDKCollector process. The DPDKCollector process parses the packet header and distributes packets to the backend agent for parsing based on the packet type.
Configuration Using Commands
In this version, FabricInsight does not provide the Telemetry configuration delivery capability. Users need to manually configure the Telemetry sampling command on the device. The following describes how to collect performance data of the Ethernet3/0/0 interface at an interval of 1 minute and report the data to the collector.
Step 2 Enable the Telemetry function.
<HUAWEI> system-view
[~HUAWEI] telemetry
[*HUAWEI-telemetry] sample enable
Step 3 Configure a sampling task group and configure data paths to be sampled in the task group.
Add a sampling path in the sensor-group view. The filter criterion in the square brackets ([]) indicates that only Ethernet3/0/0 is subscribed.
[*HUAWEI-telemetry] sensor-group test
[*HUAWEI-telemetry-sensor-group-test] sensor-path huawei-ifm:ifm/interfaces/interface[ifName=Ethernet3/0/0]/ifStatistics
[*HUAWEI-telemetry-sensor-group-test] commit
[*HUAWEI-telemetry-sensor-group-test] quit
Step 4 Configure a data sending destination group and configure a destination address to where the data is sent in the destination group. If the OSPF VIP advertised by the collector cluster is 1.1.1.1, the default listening port number of the collector GRPC packet receiving process is 30001.
[*HUAWEI-telemetry] destination-group test
[*HUAWEI-telemetry-destination-group-test] ipv4-address 1.1.1.1 port 30001 protocol grpc no-tls
[*HUAWEI-telemetry-destination-group-test] commit
[*HUAWEI-telemetry-destination-group-test] quit
Step 5 Configure a subscription, that is, associate the sampling task group, one-minute sampling interval, and data sending target to trigger sampling.
[*HUAWEI-telemetry] subscription test
[*HUAWEI-telemetry-subscription-test] sensor-group test sample-interval 60000
[*HUAWEI-telemetry-subscription-test] destination-group test
[*HUAWEI-telemetry-subscription-test] commit
[~HUAWEI-telemetry-subscription-test] quit
----End
2.3.2  Dynamic Baseline Calculation Principle
FabricInsight predicts the baseline for metrics including the device CPU/memory usage and number of interface received/sent packets through AI algorithms such as time sequence data feature decomposition and aperiodic sequence Gaussian fitting algorithms. Compared with the static threshold in the traditional NMS domain, the dynamic baseline is based on the historical data of a period of time and works with the anomaly detection algorithm based on the dynamic baseline to precisely detect metric deterioration on the network in advance. In this version, FabricInsight creates CPU/memory usage baselines for all connected CE devices, and creates baselines of the number of received/sent packets for interfaces of physical links by default. 
The details are as follows.
	Monitored Object
	Metric with Default Baseline
	Monitored Object Scope with Default Baseline
	Maximum Period of Historical Training Data
	Baseline Calculation Period
	Baseline Retention Period

	Device/Board
	CPU usage
	All connected devices with Telemetry performance metric reporting enabled
	Last 14 days
	1 day
	One month

	
	Memory usage
	
	
	
	

	Interface
	Number of received/sent packets.
	All connected devices with Telemetry performance metric reporting enabled and all interfaces with physical links on the devices
	Last 14 days
	1 day
	One month

	
	Number of received/sent error packets.
	
	
	
	

	
	Number of discarded received/sent packets.
	
	
	
	

	
	Number of received/sent broadcast packets
	
	
	
	


According to the table, the dynamic baseline is calculated every other day in offline mode. The predicted baseline of the next day is calculated at a time. The granularity of the generated dynamic baseline data is the same as that of the original data. For devices, boards, and interfaces, the minimum data granularity of dynamic baseline data is one minute. The dynamic baseline is calculated based on the Spark Streaming framework. The following figure shows the complete data flow diagram.
Figure 2-10 Data flow diagram for calculating the dynamic baseline
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The dynamic baseline is based on the Spark Streaming offline computing framework. The framework periodically obtains the training data of a certain period from the Druid table of storage performance metrics through periodical tasks to predict the baseline. The AI operator is implemented based on Python and is responsible for data set preprocessing and dynamic baseline prediction. The operator depends on the Spark Streaming framework for distributed computing. After completing the calculation, the AI operator exports the baseline data of the next day to the Kafka queue of the specified topic based on the predefined data format. To improve the efficiency and quasi-real-time performance of baseline exception detection, baseline data in Kafka queues must be sliced by hour and written into HDFS as the data source for baseline exception detection in addition to be persisted in Druid.
2.3.3  Baseline Exception Detection Principle
Abnormal data needs to be displayed in quasi-real time. Therefore, different from offline calculation of dynamic baseline, baseline exception detection uses the real-time calculation framework based on the Spark Streaming. Real-time computing refers to the process of directly consuming metric data cleaned from the KPIETL and detecting exceptions based on the dynamic baseline of the last day. Therefore, the granularity of exception detection data is the same as that of original performance metric data. For devices, boards, and interfaces, the minimum granularity of baseline exception data is one minute. By default, FabricInsight performs exception detection calculation on metrics with dynamic baselines. The following figure shows the complete data flow diagram.
Figure 2-11 Data flow diagram for calculating baseline exception detection
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As shown in the preceding figure, dynamic baseline exception detection depends on the input of two data sources.
· Performance metrics of the original granularity: Metrics requiring dynamic baselines in output data of KPIETL cleaning need to be imported to the Druid and another topic. This topic is the data input of the baseline exception calculation framework. 
· Predicted dynamic baseline on the current day: The data is generated by the dynamic baseline offline calculation framework and is sliced by hour. For details, see the previous section. Before submitting data to the Spark Streaming computing framework, the exception detection task obtains the corresponding dynamic baseline time slice data based on the timestamp of the original performance data, and submits the data to the computing framework after TQL Join.
The core logic of exception detection is also implemented by the Python operator. The Spark Streaming framework is used for distributed calculation. The operator executes the following logic:
· Point-by-point data comparison: Check whether the original data exceeds the baseline by the granularity of period.
· Identification and counting of consecutive out-of-range data: Check whether the out-of-range data is in consecutive periods and record the number of consecutive periods when out-of-range data is generated. 
· Alarm suppression and combination: Suppress alarms based on specified rules to prevent excessive redundant baseline data from being generated. By default, a baseline exception is recorded only when the baseline is exceeded for three consecutive periods. In addition, the system automatically combines these out-of-baseline records into one record and the baseline exception record imported into the database contains the start time and end time of the exception. 
· Output of the final baseline exception data: Write the calculation result to the storage exception Druid table.
The following figure shows the simulation result of the periodic sequence exception detection algorithm.
Figure 2-12 Simulation result of the periodic sequence anomaly detection algorithm for interface traffic
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As shown in the figure, the blue line indicates the raw performance metric data, the blue shadow area indicates the dynamic baseline prediction data of the interface traffic of the measured object, and the red line indicates the baseline exception data detected based on the specified rules.
The following figure shows the simulation result of the non-periodic sequence exception detection algorithm.
Figure 2-13 Simulation result of the non-periodic sequence anomaly detection algorithm for interface traffic
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As shown in the figure, the blue line indicates the raw performance metric data, the blue shadow area indicates the dynamic baseline prediction data of the interface traffic of the measured object, and the red line indicates the baseline exception data detected based on the specified rules.
2.4  Issue Detection and Troubleshooting
FabricInsight performs big data analysis on collected ERSPAN flows and Telemetry performance metrics through real-time and offline computing. In addition, FabricInsight proactively detects possible issues on the fabric based on AI algorithms such as baseline exception detection and multi-dimension clustering analysis, and intelligently analyzes and identifies whether the network or application has group issues. For service connectivity issues, FabricInsight automatically orchestrates troubleshooting procedures to support one-click automatic troubleshooting. All these help users achieve the proactive and intelligent O&M goal for proactive issue detection and minute-level issue locating and demarcation. 
Based on the actual O&M scenarios of customers, FabricInsight collects and analyzes the issue case library on live networks of the customers, and summarizes more than 10 typical issue scenarios from the application quality, network service, and security compliance dimensions. In addition, FabricInsight proactively analyzes and identifies issues in different issue scenarios. If an issue is detected, FabricInsight automatically generates an alarm. Users can configure remote alarm notification rules to sense issues in real time. 
2.4.1  Application Quality
Application quality issues are mainly used to proactively identify applications with abnormal interaction behaviors, for example, sessions that fail to set up TCP connections continuously and sessions that are intermittently disconnected repeatedly during connection setup. For these issues, FabricInsight orchestrates related troubleshooting procedures based on different issue patterns and provides the automatic troubleshooting capability. Users can perform one-click troubleshooting on the GUI. FabricInsight analyzes the result of each troubleshooting step and provides the final troubleshooting conclusion. Operations on the GUI are simple, and the troubleshooting result is clear, which greatly reduces the time required for issue demarcation and locating. The following sections describe the application scenarios, issue identification principles, and constraints for different issue patterns.
2.4.1.2  Continuous Service Interruption
Application Scenario
Users need to identify sessions (IP address triplet) with continuous TCP connection setup failure on the network, and use the AI clustering algorithm to analyze whether a group issue occurs on the network or application.
Sessions with continuous TCP connection setup failure are as follows:
1. Sessions for which the TCP connection setup never succeeds
2. Sessions for which the TCP connection setup succeeds before but fails continuously later
Issue Identification Principle
FabricInsight calculates sessions with continuous TCP connection setup failure on the network in offline mode based on the Spark Streaming framework. Then, FabricInsight uses dynamic baseline and real-time exception detection technologies to identify time points when the failure times increase sharply and sessions with burst continuous connection setup failure. Finally, FabricInsight analyzes where a group issue occurs on the network or application based on the data.
Step 1 Calculate sessions with continuous TCP connection setup failure on the network in offline mode. The statistical time range is from 00:00 on the natural day of the current Spark computing task to the current task execution time. The measured objects include sessions for which the TCP connection setup never succeeds and sessions for which the TCP connection setup succeeds before but fails continuously later. The offline task calculation period is five minutes.
Step 2 Create dynamic baselines with a granularity of five minutes for the number of sessions calculated in step 1, and detect the time points where the number of sessions exceeds the baseline. For details about the dynamic baseline and exception detection principles, see 2.3 

REF _EN-US_TOPIC_0135039746-chtext \h
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Step 3 Analyze new sessions (IP address triplet) with continuous TCP connection setup failure at the exception time points, and calculate the information entropy based on the source IP address, destination IP address, source IP+destination IP address, and destination IP+destination port dimensions. Then, recommend analysis dimensions for users based on the entropy calculation result.
Step 4 Perform multi-dimension clustering analysis on the analysis result in step 3 by the system to determine whether the issue is an individual issue or a group issue. If the issue is a new group issue, the system automatically generates an issue alarm, prompting the user to solve the issue in time.
----End
Figure 2-14 Dynamic baseline and exception detection simulation for the number of sessions with continuous TCP connection setup failure on the live network of a customer
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The figure shows the trend of the number of sessions with continuous TCP connection setup failure on the live network of a customer for six consecutive days. The simulation system creates a dynamic baseline based on the data and performs exception detection. The blue line indicates the dynamic baseline and the red line indicates the exception curve. Obviously, the number of sessions with continuous TCP connection setup failure is nearly doubled at the exception time point. Based on the preceding issue identification steps, FabricInsight performs clustering analysis on new abnormal sessions at the exception time point to check whether a group issue occurs.
Automatic Troubleshooting Principle
There are many possible causes for continuous service interruption issues. These issues may be caused by the network or application. Based on the expert experience library and troubleshooting process, FabricInsight summarizes a unified troubleshooting model and provides an automatic troubleshooting framework that can be orchestrated and requires no user perception. Troubleshooting actions cover check on the network and application. Users can perform troubleshooting through one-click, improving the troubleshooting efficiency quickly. (For details, see the following table.)
Table 2-2 Troubleshooting model for continuous service interruption issues
	Troubleshooting Object
	Possible Cause
	Action
	Automatic/Manual
	Principle

	Destination host
	The destination host is offline or the host system is faulty. As a result, the destination host does not respond.
	Check whether the host sends a TCP SYN connection setup request packet.
	Automatic
	Based on the historical ERSPAN flow data, FabricInsight checks whether the destination host sends SYN packets during the issue duration of the current service. If yes, the destination host is online and the host system is running normally.

	
	
	Check whether the host sends a TCP SYN ACK connection setup response packet.
	Automatic
	Based on the historical ERSPAN flow data, FabricInsight checks whether the destination host sends SYN ACK packets during the issue duration of the current service. If yes, the destination host is online and the host system is running normally.

	
	
	Check whether the host is in normal state. 
	Automatic/Manual
	If the destination host is a host on the fabric and FabricInsight has been connected to the Agile Controller-DCN, FabricInsight can automatically check whether the destination host is online through the Agile Controller-DCN. Otherwise, users need to manually check the status of the destination host.

	Destination port
	Listening is disabled for the destination port, leading to TCP connection setup failure. 
	Check whether the host port sends a TCP SYN ACK connection setup response packet.
	Automatic
	Based on the historical ERSPAN flow data, FabricInsight checks whether the destination port on the destination host sends SYN ACK packets during the issue duration of the current service. If yes, listening has been enabled for the destination port normally. 

	
	
	Log in to the host and check whether listening is enabled for the destination port (using the netstat command).
	Manual
	Users can access the destination host if possible and run the netstat command to check whether listening is enabled for the destination port.

	Service access point
	Entries of the service access point are missing.
	Check whether the entries of the service access point are complete.
	Automatic
	Based on the fabric networking mode (VxLAN centralized gateway/distributed gateway networking), FabricInsight automatically checks whether the configurations on the VxLAN Layer 2 gateway are complete. For example, in the centralized gateway networking, FabricInsight checks whether the ARP entries of the VxLAN gateway devices are correct, whether the IP addresses, MAC addresses and BDIF configurations of both hosts are correct, and whether the ingress replication list is complete.

	Layer 3 gateway
	Layer 3 gateway entries are missing.
	Check whether a route to the peer host exists on the Layer 3 gateway.
	Automatic
	FabricInsight checks whether the FIB table of the VRF instance bound to the Layer 3 gateway contains the route to the peer host. If the next hop of the route is missing, packets will fail to be forwarded.

	
	
	Check whether the VNI and tunnel status on the VxLAN Layer 3 gateway are normal.
	Automatic
	FabricInsight checks whether the VNI and tunnel status on the gateway are normal. The system automatically identifies the VNI information (by parsing the ERSPAN packets or by parsing the Layer 2 gateway MAC table or ARP table to obtain the home BD and querying the bound VNI based on the home BD).

	Firewall
	The session is blocked by the security policy configured on the firewall.
	Check whether firewalls on the packet forwarding path block the session.
	Automatic
	FabricInsight automatically synchronizes security policies on the firewall and checks whether a certain policy blocks the current session. Only Huawei firewalls connected to FabricInsight are supported.

	Each hop of device through which the packet is forwarded (on the fabric)
	The forwarding link is broken, congested, or faulty.
	Check whether the forwarding link is broken (whether the link port is in Down state). 
	Automatic
	FabricInsight automatically synchronizes the port status of each link on the forwarding path and check whether the link is normal.

	
	
	Check whether congestion occurs on the forwarding path. (The Telemetry data reporting function needs to be enabled for the device.)
	Automatic
	FabricInsight checks whether port congestion occurs on the packet forwarding path through Telemetry. The queue Telemetry data reporting function needs to be enabled for the device. For details about the device models and versions, see 2.3.1 

REF _EN-US_TOPIC_0135039747-chtext \h
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	Check whether abnormal port behavior occurs on the forwarding path. (The function of reporting port and optical module Telemetry data needs to be enabled for the device.)
	Automatic
	FabricInsight checks whether link ports on the packet forwarding path have abnormal behavior through Telemetry, for example, the traffic exceeds the baseline. The system also checks whether the optical module on the port is faulty or subhealthy.

	
	
	Check whether packet loss matching the session occurs on the device where packets pass through. (TD3 chips support this.)
	Automatic
	FabricInsight uses Telemetry to check whether packets of the session are lost on the device where the packets pass through. If yes, FabricInsight can directly locate the device where the packet loss occurs. The function of reporting packet loss Telemetry data needs to be enabled for the device. For details about the device models and versions, see 2.3.1 
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Figure 2-15 Details and automatic troubleshooting GUI of an issue
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7. To improve the accuracy of automatic troubleshooting, users need to configure the fabric networking type, device roles (such as ServerLeaf and BorderLeaf), and VxLAN gateway devices in advance. Users can configure the information either on the fabric management page and device resource management page or on the topology of the issue details page.
8. To improve the accuracy of automatic troubleshooting, FabricInsight needs to accurately obtain host information and network access information (such as the host IP address, MAC address, and switch and port connected to the host) on the fabric. Users can use either of the following methods to provide such data:
· Interconnect FabricInsight with the Agile Controller-DCN. Users need to configure the address for interconnecting with the Agile Controller-DCN on the FabricInsight GUI and import a certificate. Then, FabricInsight automatically obtains related data from the Agile Controller-DCN.
9. Import host information and network access information on the fabric through an Excel file. Users can download an Excel import template on the host resource management page, edit the template, and import the edited template to FabricInsight. Users need to ensure that the imported data is correct. Otherwise, the accuracy of automatic troubleshooting will be affected.
10. To check whether packet loss occurs due to interruption, congestion, or fault on the forwarding link, the Telemetry feature is required to collect indicators such as device port, optical module, and TD3 chip-based packet loss behavior. Therefore, users need to enable the function of reporting related indicators through Telemetry on devices, which can improve the integrity and accuracy of automatic troubleshooting. For details about the device models and versions on which related indicators depend, see 2.3.1 
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11. To check whether the VxLAN service access point and Layer 3 gateway entries are complete, FabricInsight needs to connect to devices through Telnet (STelnet) to automatically obtain related entries. Therefore, users need to assign the permission to connect to devices through Telnet (STelnet) for FabricInsight and set Telnet (STelnet) connection parameters on FabricInsight in advance.
2.4.1.3  Intermittent Service Interruption
Application Scenario
Users need to identify sessions (IP address triplet) with intermittent TCP connection setup failure on the network, and use the AI clustering algorithm to analyze whether a group issue occurs on the network or application. Intermittent TCP connection setup failure refers to that the TCP connection setup succeeds for a specific IP triplet session at some time but fails at some other time repeatedly. 
Issue Identification Principle
Similar to continuous service interruption issues, FabricInsight calculates the sessions with intermittent TCP connection setup failure on the network in offline mode based on the Spark Streaming framework. Then, FabricInsight uses dynamic baseline and real-time exception detection technologies to identify time points when the failure times increase sharply and sessions with intermittent connection setup failure. Finally, FabricInsight analyzes where a group issue occurs on the network or application based on the data.
Step 1 Collect statistics on sessions with intermittent TCP connection setup failure on the network in offline mode. The statistical time range is from 00:00 on the natural day of the current Spark computing task to the current task execution time. The measured objects include sessions with intermittent TCP connection setup failure. The offline task calculation period is five minutes.
Step 2 Create dynamic baselines with a granularity of five minutes for the number of sessions calculated in step 1, and detect the time points where the number of sessions exceeds the baseline. For details about the dynamic baseline and exception detection principles, see 2.3 
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Step 3 Analyze new sessions (IP address triplet) with intermittent TCP connection setup failure at the exception time points, and calculate the information entropy based on the source IP address, destination IP address, source IP+destination IP address, and destination IP+destination port dimensions. Then, recommend analysis dimensions for users based on the entropy calculation result.
Step 4 Perform multi-dimension clustering analysis on the analysis result in step 3 by the system to determine whether the issue is an individual issue or a group issue. If the issue is a new group issue, the system automatically generates an issue alarm, prompting the user to solve the issue in time.
----End
Automatic Troubleshooting Principle
Similar to continuous service interruption issues, intermittent TCP connection setup failure issues may be caused by the network or application. For example, connection setup packets are sent intermittently due to network congestion, route flapping, or attacks or the application does not respond intermittently due to performance problems. The following troubleshooting steps for continuous service interruption issues are not applicable to intermittent service interruption issues: Check whether the destination host is online, check whether the listening is enabled for the port, check whether the service access point or routing table entries are complete, and check whether the packets are blocked by firewall policies. Once an issue in these steps occurs, there is a high probability that the session is interrupted continuously.
Table 2-3 Troubleshooting model for intermittent service interruption issues
	Troubleshooting Object
	Possible Cause
	Action
	Automatic/Manual
	Principle

	Each hop of device through which the packet is forwarded (on the fabric)
	The forwarding link is broken, congested, or faulty.
	Check whether the forwarding link is broken (whether the link port is in Down state). 
	Automatic
	FabricInsight automatically synchronizes the port status of each link on the forwarding path and check whether the link is normal.

	
	
	Check whether congestion occurs on the forwarding path. (The Telemetry data reporting function needs to be enabled for the device.)
	Automatic
	FabricInsight checks whether port congestion occurs on the packet forwarding path through Telemetry. The queue Telemetry data reporting function needs to be enabled for the device. For details about the device models and versions, see 2.3.1 
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	Check whether abnormal port behavior occurs on the forwarding path. (The function of reporting port and optical module Telemetry data needs to be enabled for the device.)
	Automatic
	FabricInsight checks whether link ports on the packet forwarding path have abnormal behavior through Telemetry, for example, the traffic exceeds the baseline. The system also checks whether the optical module on the port is faulty or subhealthy.

	
	
	Check whether packet loss matching the session occurs on the device where packets pass through. (TD3 chips support this.)
	Automatic
	FabricInsight uses Telemetry to check whether packets of the session are lost on the device where the packets pass through. If yes, FabricInsight can directly locate the device where the packet loss occurs. The function of reporting packet loss Telemetry data needs to be enabled for the device. For details about the device models and versions, see 2.3.1 

REF _EN-US_TOPIC_0135039747-chtext \h
Performance Metric Collection Principle.


The preceding table describes the automatic troubleshooting of intermittent service interruption issues. Currently, the troubleshooting focuses on checking whether packet loss occurs on the forwarding path on the network. For application performance problems, FabricInsight does not have related data for analysis. Therefore, the related troubleshooting actions are not provided.
2.4.1.4  Unreachable Host Port
Application Scenario
Users need to identify hosts that fail to respond to some services. That is, some application ports on the hosts can respond to TCP connection setup requests, but some other ports fail to respond to TCP connection setup requests continuously. For example, TCP listening is not enabled for these ports. The cause of this type of issue is clear, for example, listening is not enabled for the ports or the requests are blocked by the security policy configured on the firewall.
Issue Identification Principle
Step 1 Collect statistics on hosts with the following features on the network in offline mode:
3. Some ports on the host can normally respond to the TCP connection setup requests.
4. Some other ports on the host fail to respond to TCP connection requests continuously for a period of time.
The statistical time range is from 00:00 on the natural day of the current Spark computing task to the current task execution time. The measured objects are hosts on the fabric. The offline task calculation period is five minutes.
Step 2 Collect further statistics on unreachable application ports based on the calculation result in step 1, and generate issue data. 
----End
Automatic Troubleshooting Principle
Compared with continuous and intermittent service interruption issues, the cause of this type of issue is relatively clear, for example, the cause that the host is offline can be directly excluded. FabricInsight also provides automatic troubleshooting for this type of issue. The troubleshooting mainly focuses on checking whether listening is enabled for those unreachable ports and whether those unreachable ports are blocked by the security policy of a firewall on the forwarding path. For details about the troubleshooting actions and troubleshooting principles, see Table 2-5. 
2.4.1.5  Abnormal Sessions Matched Based on Rules
FabricInsight needs to collect and analyze a large amount of data to identify continuous service interruption issues, intermittent service interruption issues, and unreachable host port issues. Therefore, offline calculation is required. As a result, these issues cannot be detected in real time. To improve issue detection timeliness and detect possible high-latency performance issues on the network, FabricInsight provides the capability to detect issues in real time based on the packet granularity, that is, matching abnormal sessions based on rules.
Application Scenario
Users need to identify abnormal sessions with the following features on the network in quasi real time:
5. The TCP connection setup packet (SYN/SYN ACK) is retransmitted. (Users can set the threshold for the number of packet retransmission times.)
6. The source end sends a SYN packet to set up a connection, and the destination end directly responds with an RST packet. (This is most possibly because listening is not enabled for the destination port.)
7. The packet forwarding latency on the network exceeds the specified threshold. (Users can set the latency threshold.)
Issue Identification Principle
FabricInsight calculates abnormal packets meeting the configured rules based on the Spark Streaming framework. Then, FabricInsight aggregates and displays issues by the IP triplet. 
Step 1 Manually create abnormal session matching rules on the rule setting page of this type of issue. FabricInsight allows users to create multiple rules at the same time. In each rule, users need to set the source IP address, destination IP address, destination port, and specific matching conditions (refer to the three matching features in the application scenario). The source IP address and destination IP address can be flexibly set by the subnet mask, wildcard, and consecutive IP address segment.
Step 2 Calculate whether the ERSPAN packets meet the abnormal session matching rules configured in step 1 in real time. The calculation period of the Spark task is 10 seconds.
Step 3 Aggregate the calculation results generated in step 2 by the IP triplet granularity and generate issues.
----End
Figure 2-16 Example of setting abnormal session matching rules
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Automatic Troubleshooting Principle
The troubleshooting suggestions are different for the three abnormal packet matching features supported for the rules. For details, see Table 2-7.
Table 2-4 Troubleshooting model for abnormal sessions matched based on rules
	Abnormal Packet Matching Feature
	Possible Cause
	Troubleshooting Action

	The TCP connection setup packet (SYN/SYN ACK) is retransmitted.
	Same as those for continuous service interruption issues
	Same as those for continuous service interruption issues

	The source end sends a SYN packet to set up a connection, and the destination end directly responds with an RST packet.
	Listening is not enabled for the destination port.
	Same as those for "Listening is disabled for the destination port, leading to TCP connection setup failure." of continuous service interruption issues

	The packet forwarding latency on the network exceeds the specified threshold.
	The packet forwarding path is congested or has other performance problems.
	Same as those for "The forwarding link is broken, congested, or faulty." of continuous service interruption issues
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12. By default, FabricInsight does not preset any abnormal session matching rules. Users are advised to create rules for interactive services requiring special attentions based on the actual O&M scenario.
13. To ensure real-time issue calculation efficiency, FabricInsight does not allow users to configure both the source IP address and destination IP address using wildcards (*).
14. A maximum of 10 abnormal session matching rules can be created.
15. Users are not allowed to configure a rule repeatedly.
2.4.2  Network Services
Network service issues are used to proactively identify whether entry usage of the network device forwarding plane on the fabric is abnormal. For example, FIB route forwarding entries are insufficient or change sharply. For such issues, FabricInsight trains the dynamic baseline based on the static threshold or entry usage historical data to proactively identify exceptions in real time. In addition, FabricInsight can display the forwarding entry usage snapshot at the exception time point. For example, if the FIB entry usage is abnormal, FabricInsight allows users to view the resource usage of each VRF instance at the exception time point, enabling users to quickly analyze whether VRF instances with abnormal behavior exist. 
2.4.2.6  Insufficient TCAM Resources
Application Scenario
Users need to identify devices with insufficient TCAM resources on the network, locate the specific board, chip, stage, or resource type (slice, rules, meter, and counter), and view the TCAM resource usage of each service at the exception time point.
Issue Identification Principle
FabricInsight collects the TCAM resource usage of devices through Telnet (STelnet) at an interval of one minute, and compares the collected data with the static threshold to check whether the TCAM resources are sufficient. In addition, FabricInsight collects details about TCAM resources used by each service at the exception time point.
Troubleshooting Suggestions
Step 1 On the Insufficient TCAM Resources tab page (Figure 2-17), view active Insufficient TCAM Resources issues and check the chip, board, device, and resource type (slice, rule, meter, and counter).
Step 2 View the snapshot of the TCAM resource usage at the exception time point and check the TCAM resource usage of each service.
Step 3 Solve the issue based on the TCAM resource usage of each service.
----End
Figure 2-17 Insufficient TCAM Resources tab page
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2.4.2.7  Insufficiency or Sharp Change of FIB Entry Resources
Application Scenario
Users need to identify devices where FIB entry resources are insufficient or the usage of FIB entries changes sharply on the network, which is accurate to the specific board, chip, and resource type (V4, V6, V6 64, V6 [65, 128), and V6 128).
Issue Identification Principle
FabricInsight collects the FIB entry resource usage and total number of FIB entry resources of devices through Telnet (STelnet) at an interval of one minute. By comparing the collected data with the static threshold or training the dynamic baseline based on historical entry usage data, FabricInsight proactively identifies issues that resources are insufficient or resource usage changes sharply in real time. In addition, FabricInsight collects the detailed FIB entry resource usage of each VRF instance at the exception time point. 
Troubleshooting Suggestions
Step 1 On the issue page of insufficiency or sharp change of FIB entry resources, view the active issues and check the chip, board, device, and resource type (V4, V6, V6 64, V6 [65, 128), and V6 128) of the issues.
Step 2 View the snapshot of the FIB entry resource usage at the exception time point, and check the resource usage details of each VRF instance.
Step 3 Solve the issue based on the resource usage of each VRF instance.
----End
2.4.2.8  Insufficiency or Sharp Change of ARP Entry Resources
Application Scenario
Users need to identify devices where ARP entry resources are insufficient or the resource usage changes sharply on the network, which is accurate to the specific board and chip.
Issue Identification Principle
FabricInsight collects the ARP entry resource usage and total number of ARP entry resources of devices through Telnet (STelnet) at an interval of one minute. By comparing the collected data with the static threshold or training the dynamic baseline based on historical entry usage data, FabricInsight proactively identifies issues that resources are insufficient or resource usage changes sharply in real time. In addition, FabricInsight collects the detailed ARP entry resource usage at the exception time point. 
Troubleshooting Suggestions
Step 1 On the issue page of insufficiency or sharp change of ARP entry resources, view active issues and check the chip, board, and device of the issues.
Step 2 View the snapshot of the ARP entry resource usage at the exception time point, and check the resource usage details of each VPN instance.
Step 3 Solve the issue based on the resource usage of each VPN instance.
----End
Table 2-5 Summary and comparison of network service entry resource issues
	Issue Type
	Data Collection Protocol
	Data Collection Period
	Issue Identification Mode
	Support View of Resource Usage Snapshot at Exception Time Point

	Insufficient TCAM Resources
	Telnet/STelnet
	1 minute
	Static threshold
	Supported

	Insufficiency or Sharp Change of FIB Entry Resources
	Telnet/STelnet
	1 minute
	Static threshold + dynamic baseline
	Supported

	Insufficiency or Sharp Change of ARP Entry Resources
	Telnet/STelnet
	1 minute
	Static threshold + dynamic baseline
	Supported


2.4.3  Security Compliance
Security compliance issues are used to proactively identify potential SYN flood attacks, port scanning attacks, and non-compliant TCP sessions on the fabric. In attack scenarios, FabricInsight comprehensively analyzes related data and identifies the location of the suspected attack source, for example, the first device that the attack source SYN packet passes through or the real host where the attack source is located. This helps users check whether the attack is initiated from the external network or internal network. For non-compliant TCP sessions, FabricInsight identifies abnormal sessions based on rules configured by users, helping users audit non-complaint traffic. 
2.4.3.9  Non-compliant Traffic Interaction
FabricInsight uses the ERSPAN technology to collect all interacting TCP sessions on the network. The captured TCP sessions are not repudiated. There are various service isolation scenarios. For example, the network administrator can restrict that two service departments cannot communicate with each other. With modern network technologies, security isolation of services can be implemented through multiple methods, for example, a security blocking policy can be configured on the firewall. If the configuration is missing or tampered with by mistake, service isolation fails and non-compliant service interaction occurs. Traditional O&M methods can hardly identify the non-compliant traffic. On contrast, FabricInsight can analyze ERSPAN packets to identify and collect statistics on the non-compliant traffic.
Application Scenario
Users need to identify TCP sessions with non-compliant interaction on the network.
Issue Identification Principle
FabricInsight calculates non-compliant sessions meeting the configured rules in real time based on the Spark Streaming framework. Then, FabricInsight aggregates and displays issues by the rule. 
Step 1 Manually create non-compliant session matching rules on the rule setting page of this type of issue. FabricInsight allows users to create multiple rules at the same time. In each rule, users need to configure source objects and destination objects that are not supposed to have TCP interaction. Source and destination objects can be flexibly set based on IP address segments. Users can also select the entered application models. 
Step 2 Calculate whether the ERSPAN packets meet the non-compliant session matching rules configured in step 1 in real time. The calculation period of the Spark task is 10 seconds.
Step 3 Aggregate the calculation results generated in step 2 by the rule granularity and generate issues.
----End
Troubleshooting Suggestions
Step 4 On the issue page (Figure 2-18), check the specific rules, sessions with non-compliant interaction, and non-compliant session trend.
Step 5 Click a rule to view details, for example, non-compliant session trend and top non-compliant session (IP triplet/IP 2-tuple) distribution of the rule to locate the specific host.
----End
Figure 2-18 Non-compliant Traffic Interaction tab page
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16. By default, FabricInsight does not preset any non-compliant session matching rules. Users are advised to create rules based on actual O&M scenarios.
17. To ensure real-time issue calculation efficiency, FabricInsight does not allow users to configure both the source IP address and destination IP address using wildcards (*).
18. A maximum of 20 abnormal session matching rules can be created.
19. Users are not allowed to configure a rule repeatedly.
2.4.3.10  Suspicious SYN Flood Attack
Application Scenario
Users need to identify possible TCP SYN flood attacks on the network, analyze the impacts that the attack behavior has on the target host, and locate the attack source.
Issue Identification Principle
FabricInsight calculates whether TCP SYN flood attacks exist on the network in real time based on the Spark Streaming framework, and calculates the attack source location based on the actual packet forwarding path.
Step 1 Calculate the ERSPAN packets in real time and check whether the destination host meets the SYN flood attack rate threshold. Users can adjust the default threshold on the issue setting page. The threshold conditions are as follows:
8. The TCP half-connection request rate of the destination host reaches a threshold. The TCP half-connection refers to that the destination host responds with a SYN ACK packet after receiving a SYN packet from the source IP address but receives no ACK packet from the source IP address. As a result, the TCP connection cannot be set up successfully. If the destination host has a large number of TCP half-connections, the half-connection queue resources of the TCP protocol stack in the operating system will be used up, and the host cannot respond to other normal session requests.
9. The TCP connection request rate of the destination host reaches a threshold. Normally, the TCP SYN packets received by the host on the fabric are relatively stable. If the number of TCP connection requests received by a host reaches a high threshold at a certain time, the host may suffer from SYN flood attacks.
If either of the preceding conditions is met, a suspected SYN flood attack is identified. The Spark task calculation period is 10 seconds.
Step 2 Check whether a destination host meets the SYN flood attack threshold. Once the destination host meets the SYN flood attack rate threshold, FabricInsight identifies a suspected SYN flood attack issue and records information such as the attacked host, attack time, and attack duration.
----End
Troubleshooting Suggestions
The SYN flood attack source usually uses a large number of forged IP addresses to launch attacks. Once an attack occurs, network O&M personnel can hardly trace the attack source based on the forged IP addresses. FabricInsight analyzes the original packets, extracts original attack packets from a large number of packets, and restores the paths of these attack packets. By collecting statistics on the first-hop device of attack packets, FabricInsight can identify the network access location of the attack source, which greatly improves the efficiency for locating the attack source host. 
Step 3 On the issue page, view the issue list and check hosts suffering from SYN flood attacks.
Step 4 Click an issue in the issue list. On the issue details page that is displayed, check the distribution of first-hop devices of the TCP SYN packets from the attack source.
10. If the first-hop devices are mainly BorderLeaf devices, the attack source is a host out of the fabric. 
11. If the first-hop devices are mainly ServerLeaf devices, the attack source is a host on the fabric. In this case, users only need to further check hosts connected to these ServerLeaf devices to locate the attack source. 
----End
Figure 2-19 SYN flood attack issue details page
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20. To accurately locate the attack source, users need to configure ERSPAN mirroring for devices such as ServerLeaf and BorderLeaf devices on the fabric.
21. If ServerLeaf and BorderLeaf devices support the ERSPAN enhancement feature, it is recommended that ERSPAN enhancement be enabled when configuring ERSPAN. In this case, users can use FabricInsight to check the ingress port on the first-hop device of the attack packets, further narrowing down the attack source host scope. 
2.4.3.11  Suspicious Port Scanning Attack
Application Scenario
Users need to identify possible TCP port scanning attacks on the network and analyze and locate the attack source.
Issue Identification Principle
FabricInsight calculates whether TCP port scanning attacks exist on the network in real time based on the Spark Streaming framework, and calculates the attack source location based on the actual packet forwarding path.
Step 1 Calculate the ERSPAN packets in real time and analyze whether the TCP packets sent by a source IP address meets the port scanning attack rate threshold. Users can adjust the default threshold on the issue setting page. The threshold conditions are as follows:
12. Among the TCP SYN packets sent by the source IP address at a time point, the number of packets with different destination ports reaches a threshold. This corresponds to the scenario where the attack source scans application ports enabled on the attacked host. 
13. Among the TCP SYN packets sent by the source IP address at a time point, the number of packets with the same destination port but different IP addresses reaches a threshold. This corresponds to the scenario where the attack source scans hosts having the specific application port enabled. 
If either of the preceding conditions is met, a suspected port scanning attack is identified. The Spark task calculation period is 10 seconds.
Step 2 If a source IP address meets the port scanning attack rate threshold, FabricInsight identifies a suspected port scanning attack issue and records information such as the source IP address, attack time, and attack duration.
----End
Troubleshooting Suggestions
Similar to SYN flood attacks, port scanning attack sources usually use forged IP addresses to launch attacks. Once an attack occurs, network O&M personnel can hardly trace the attack source based on the forged IP addresses. By analyzing original packets, FabricInsight proactively identifies the network access location of the attack source, which greatly improves the efficiency of locating the attack source host.
Step 3 On the issue page, view the issue list and check source IP addresses initiating port scanning attacks. 
Step 4 Click an issue in the issue list. On the issue details page (Figure 2-20) that is displayed, check the distribution of first-hop devices of the TCP SYN packets from the attack source.
14. If the first-hop devices are mainly BorderLeaf devices, the attack source is a host out of the fabric. 
15. If the first-hop devices are mainly ServerLeaf devices, the attack source is a host on the fabric. In this case, users only need to further check hosts connected to these ServerLeaf devices to locate the attack source. 
----End
Figure 2-20 Port scanning attack issue details page
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22. To accurately locate the attack source, users need to configure ERSPAN mirroring for devices such as ServerLeaf and BorderLeaf devices on the fabric.
23. If ServerLeaf and BorderLeaf devices support the ERSPAN enhancement feature, it is recommended that ERSPAN enhancement be enabled when configuring ERSPAN. In this case, users can use FabricInsight to check the ingress port on the first-hop device of the attack packets, further narrowing down the attack source host scope. 
3  Function Constraints
This section describes the requirements for the networking, hardware configuration, and deployment of FabricInsight.
3.1  Device Types and Networking Restrictions
3.2  Hardware Configuration Requirements
3.3  Deployment Requirements
3.4  Storage Data Management
3.1  Device Types and Networking Restrictions
Networking Restrictions
The supported networks are as follows:
· VxLAN hardware-centralized gateway network
· VxLAN hardware-distributed gateway network
· Pure IP network (IP Fabric)
Note:
(1) The underlay network is based on IP forwarding.
(2) The SVF network is not supported.
(3) IP address overlapping scenarios (for example, multi-tenant and VPC scenarios) are not supported.
(4) Other networking modes such as traditional layer-2 networking (including the VLAN and STP), TRILL networking, and MPLS VPN are not supported.
Scenario Restrictions
Table 3-1 Scenario restrictions
	Scenario
	Type
	Description

	Chip restriction
	ERSPAN
	The ERSPAN and VxLAN features cannot be both enabled for the Arad chip.
For details about the supported board models, see the Specifications List.

	Device requirement
	ERSPAN
	Huawei CE-series switches of V2R3C00 and later versions are supported, and the ERSPAN function plug-in is installed.
For details about the supported device models, see the Specifications List.

	
	ERSPAN enhancement (Type3)
	Only some models of Huawei CE-series switches support this function. Users need to install the ERSPAN plug-in and enable the ERSPAN enhancement feature.
Supported device models are as follows: CE6865EI, 8850-64CQ-EI, 12800E, 6880EI, and 12800E-X. In addition, CE12800 supports the following boards: CE-L36LQ-FD, CE-L36CQ-FD, CE-L24LQ-FD, CE-L12CQ-FD, CEL48XS-FG, L36CQ-FG, CE_L06CQ_FD, CE-L08CF-FG1, CE-L16CQ-FD, CE-L48XS-FD1, and CEL18CQ-FDA.
Supported device versions are as follows: V2R5C00 and later versions.

	
	GRPC performance metrics (Telemetry)
	· Huawei CE-series switches of V2R5C00 or later versions are supported. The Telemetry feature license needs to be imported on the device. For details about the supported device models, versions, and matched metrics, see the specifications list.
· Optical module exception detection applies only to Huawei-certified optical modules. Non-Huawei-certified optical modules can receive data but cannot ensure data accuracy.
· The value of sysname must be unique for devices with GRPC performance metric reporting enabled. If the value of sysname is changed on the device, users need to perform manual synchronization on the device resource management page of FabricInsight. Otherwise, GRPC data packets will be discarded because the device source cannot be matched.

	Network requirement
	Remote collector c\luster
	The communication bandwidth between the collector and analyzer must be 10 Gbit/s. When the collector cluster is remotely deployed, the communication bandwidth must meet the requirements.

	Capacity management
	VM/BM capacity
	· Capacity of a single application: 500 management units (VMs/BMs)

	Business analysis
	Packet collection
	· Only TCP Flag packets (such as SYN, FIN, and RST) are analyzed.

	
	NAT combination analysis
	· Packet combination analysis is supported only in the 1:1 NAT mapping scenario.
· NAT combination data is not displayed in real time, which is 5 to 10 minutes later than real-time data.

	
	Packet route calculation
	The hop-by-hop route from the previous hop to the current device can be accurate to ports only when the device on the network supports the ERSPAN enhancement feature and has the feature enabled. Otherwise, the calculated forwarding route can only be accurate to devices. 

	
	Cross-fabric packet latency precision
	No 1588v2 clock synchronization source is deployed between different fabric collector clusters. Therefore, the E2E transmission latency precision of cross-fabric packets can only be accurate to milliseconds.


1. Layer-2 forwarding crossing fabrics
Take VxLAN Mapping as an example in this scenario. Data centers A and B use different VNIs. When an VxLAN tunnel needs to be established between Transit Leaf1 and Transit Leaf2, the VxLAN Mapping function needs to be implemented to perform VNI transformation. In this networking scenario, there are three VxLAN segments: Server Leaf1 to Transit Leaf1, Transit Leaf1 to Transit Leaf2, and Transit Leaf2 to Server2. When service packets are forwarded, the inner TTL values of the packets are the same. Therefore, the sequence of different VxLANs cannot be calculated based on the inner TTL and can only be calculated based on the timestamp added by the collector to the packets. If packets are disordered, the correct packet routes cannot be calculated.
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2. Data packet broadcast
After receiving a packet, the switch searches for the next hop based on the destination MAC address in the packet. If the destination MAC address is not in the MAC address table of the switch, the switch floods the packet in the broadcast domain. In this case, the inner TTL of the service packet remains unchanged, and the route cannot be calculated based on the inner TTL.
3. Packets pass through non-managed devices (such as FW/LB)
(1) When packets pass through the FW/LB, if the FW/LB performs NAT (the LB supports only the SNAT solution), two TCP connections are displayed on the original flow event page. Non-managed devices are not displayed on the page.
The following uses SNAT northbound traffic packet forwarding as an example. VMs in the DC need to access a web server on the Internet. The firewall is configured with a NAT address pool (one or more public addresses). After the VM packets are transmitted from ToR1 to the gateway, the gateway forwards the packets to the firewall for SNAT conversion. During the conversion, the source IP address of the TCP flows is changed to the public IP address and a new TCP connection is generated.
[image: image41.jpg]NVEL
A

BMAC

b1

SMAC

VML

VLAN

Dip

T

Sip

VML

Gw

DMAC | PEMAC
SMAC | Public
VIAN |-
Dip | ZHp
SNAT-
si
L
public

NVE3

DWAC [ publi
—— SWAC | root
= VLN A
VAN TA oip [ 2Fip
Dip |2 spy |[ENAT
Spvwi i
VRFL
8D1
DMAC | 601
SMAC Vi
Vian |-
Dp [7ED
Sp Tt

DMAC [V
SMAC [BD1
VAN |-

Dip [V
Sip__|Zkip





(2) When a packet passes through the firewall, if the firewall performs 1:1 NAT, two TCP connections are displayed on the original flow event page. However, only one TCP connection is displayed on the NAT flow event page. Non-managed devices are not displayed on the page. However, the NAT location is identified as virtual nodes in the packet flow topology on the NAT flow event page. The following figure shows the display effect. 
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(3) When a packet passes through a node (such as FW/LB) outside the fabric, the packet route is displayed in a dotted line. Non-managed devices are not displayed on the page.
The following uses the hardware-centralized Layer 3 forwarding (FW bypass gateway) as an example. After the service packets are sent to the gateway, the gateway forwards the packets to the firewall. After being processed, the packets are sent to the gateway again.
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The following figure shows the display effect. 
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3. In M-LAG networking, service packets are forwarded through peer-link at Layer 2.
When M-LAG works in active-standby mode or one physical link of M-LAG is damaged, service traffic is forwarded through PeerLink. Since PeerLink may forward packets at Layer 2, the TTL of inner packets remains unchanged. Therefore, the packet forwarding sequence cannot be determined based on the TTL. In this scenario, the calculation result varies depending on whether the ERSPAN enhancement feature is enabled for the M-LAG device group.
· If the device supports the ERSPAN enhancement feature and has the feature enabled, the packet forwarding sequence can be calculated based on the ingress port information in the mirrored packet and the physical link data in the topology structure.
· If the device does not support the ERSPAN enhancement feature or has the feature disabled, the actual packet forwarding sequence cannot be calculated. The device group concept is introduced. The following figure shows the display effect. 
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The conditions for determining a device group are as follows: The two devices through which the packets pass are at the same level and belong to the same fabric. The inner TTLs of the packets remain unchanged. Physical links exist between the two devices. 
4. ERSPAN mirrored packet loss
The overall FabricInsight solution depends on the ERSPAN data reporting. However, the ERSPAN data packets may be lost and the analysis accuracy may be inaccurate. It is recommended that ERSPAN mirrored packets have the highest priority.
5. Delay calculation accuracy
The timestamp is added to packets by the collector. If mirrored packets of the Leaf and Spine switches arrive at the collector at the same time, the timestamp is the same for the mirrored packets. As a result, the calculated delay between the Leaf switch and Spine switch is 0, which is inaccurate. 
Device Configuration Restrictions
To perform ERSPAN remote mirroring, users need to use the ACL to match the traffic and match the SYN, FIN, and RST packets of the TCP flow. In addition, the ACL resources on the device are limited and the ACL matching rules are incorrect. Therefore, when policy-based routing and traffic statistics are configured on the device to use the ACL resources, users need to pay attention to the scenarios where the ACL rules conflict or ACL resources are insufficient.
3.2  Hardware Configuration Requirements
Management Scale
The following factors determine the consumption of FabricInsight hardware resources: number of TCP flows generated on the network, number of devices with Telemetry performance metric reporting enabled, and number of metrics. Take the ERSPAN mirrored packet as an example. A normal TCP flow is stored in FabricInsight as four TCP events, including two SYN events and two FIN events. The TCP event stores the packet forwarding route. In addition, the system collects statistics on the number of interactions between VMs and the link latency.
Assume that each VM generates six TCP flows per second. 1000 VMs can generate 6000 TCP flows and 24000 TCP events per second.
If each TCP packet passes three hops (Leaf > Spine > Leaf), the FabricInsight collector will receive 72000 mirrored TCP packets per second.
Figure 3-2 FabricInsight traffic mirroring
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Hardware Configuration Requirements
The FabricInsight analyzer supports both VM and PM deployment. The collector can be deployed only on PMs. The following table describes the PM management scale.
Table 3-2 PM management scale
	Deployment Scenario
	Management Scale

	3 analyzers +1 collector (minimum)
	Management scale: The initial three analyzer nodes manage 8000 flows/s. One analyzer node needs to be added each time when 5000 flows/s are increased.

	
	Server specification:
1. Four analyzers: 2288H V5 server 2 x 14 core/2.2GHz CPU, 8 x 32 GB memory, 12 x 3 TB-SAS (7200 rpm) 3.5-inch front hard disk, 4 x 900 GB-SAS (10000 rpm) 2.5-inch rear hard disk, 2 x GE+6 x 10GE, 2 x 1500 W power supply, SR450C-M 4G SAS/SATA RAID card, guide rail
Disk I/O speed: greater than or equal to 200 Mbit/s
2. Two collectors: 2288H V5 server 2 x 14 core/2.2GHz CPU, 2 x 32 GB memory, 4 x 300 GB SAS (10000 rpm) 2.5-inch hard disk, 2 x GE+6 x 10GE, 2 x 1500 W power supply, SR450C-M 2G SAS/SATA RAID card, guide rail The collector supports the standard network adapter Intel 82599 2 x 10 GE SFP+ by default.

	
	Default data retention period:
1. Raw data: 7 days
2. Aggregated data: 1 month (with an aggregation granularity of 5 minutes or 1 hour)
Maximum data retention duration: 1 month for raw data and 1 year for aggregated data. Users can modify the data retention duration and dumping policy through the FabricInsight management plane.


Table 3-3 VM management scale
	Deployment Scenario
	Management Scale

	3 analyzers +1 collector (minimum)
Analyzer VM and collector PM
	Management scale: The initial three analyzer nodes manage 3000 flows/s. One analyzer node needs to be added each time when 1000 flows/s are increased.

	
	1. Analyzer VM types:
VMWare ESXi:6.5
FusionSphere(KVM):6.1
FusionCompute(XEN):6.1
Resource requirements for each analyzer node (exclusive resources):
Memory: 128 GB or higher (exclusive)
CPU: 32 vCPUs
Hard disk: 900 GB system disk and 5 TB data disk. Only local storage is supported. 
Communication bandwidth between analyzer clusters: greater than 200 Mbit/s
Network adapter: 1 x (single-plane) vNIC or 3 x (three-plane) vNICs
Disk I/O speed: greater than or equal to 200 Mbit/s
2. Collector (PM):
Two collectors: 2288H V5 server 2 x 14 core/2.2GHz CPU, 2 x 32 GB memory, 4 x 300 GB SAS (10000 rpm) 2.5-inch hard disk, 2 x GE+6 x 10GE, 2 x 1500 W power supply, SR450C-M 2G SAS/SATA RAID card, guide rail. The collector supports the standard network adapter Intel 82599 2 x 10 GE SFP+ by default.

	
	Default data retention period:
1. Raw data: 7 days
2. Aggregated data: 1 month (with an aggregation granularity of 5 minutes or 1 hour)
Maximum data retention duration: 1 month for raw data and 1 year for aggregated data. Users can modify the data retention duration and dumping policy through the FabricInsight management plane.
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1. The conversion between the number of VMs and mirrored packet scale is as follows: Based on the market experience value, one VM generates two TPC flows per second. For example, 5000 VMs are managed if the traffic scale is 10000 flows/s. If there are 5000 VMs on the live network of the customer and each VM generates 6 TCP flows per second, the corresponding traffic scale is 30000 flows/s.
2. If a Telemetry license is purchased and the function of reporting Telemetry metric data to the analyzer is enabled on the device, the analyzer node needs to be expanded under the premise that the flow processing performance is not affected. Based on the number of devices with the Telemetry function enabled, you can convert the Telemetry management scale into the flow processing scale to be added.
(1) If 0 to 50 devices have the Telemetry function enabled, the Telemetry management scale is converted into 3000 flows/s.
(2) If 50 to 100 devices have the Telemetry function enabled, the Telemetry management scale is converted into 5000 flows/s.
(3) If 100 to 200 devices have the Telemetry function enabled, the Telemetry management scale is converted into 8000 flows/s.
(4) If more than 200 devices have the Telemetry function enabled, contact Huawei technical support to consult the conversion relationship. 
3. The number of collectors depends on the system reliability requirements. When two collectors are deployed, one collector can receive all packets when the other collector is faulty. If the requirement on the collector reliability is low, you can deploy only one collector.
4. Generally, original data is stored for one week and aggregated statistics are stored for one month.
5. If the system processing capacity reaches the upper limit in the configuration specifications, the system performance may be affected when a server is faulty. You can properly deploy more analyzer servers to achieve higher reliability.
3.3  Deployment Requirements
FabricInsight consists of the collector and analyzer. It is recommended that FabricInsight be deployed on an independent leaf node, preventing link congestion caused by traffic pressure on the service link.
Figure 3-3 FabricInsight deployment requirements
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As shown in the figure, the collector requires at least two 10GE network ports and one GE or 10GE network port. The network port functions are as follows:
16. A 10GE network port is connected to the underlay network to establish OSPF neighbor relationships with leaf switches, advertise virtual IP routes, and receive ERSPAN packets and Telemetry performance metric data from devices.
17. A 10GE network port is connected to the overlay network and connects to the analyzer cluster to send the collected TCP packets and performance metric data to the analyzer cluster. 
18. A GE or 10GE network port is connected to the switch management network to interact with switches through the network management protocols such as SNMP and NetConf.
The virtual IP address advertised by the collector through OSPF is the IP address of the underlay network. In addition, the ERSPAN destination IP address and GPRC destination IP address configured on the switch are the virtual IP address. You are advised to use an independent OSPF instance on the leaf node and advertise the routes learned by the OSPF instance to the underlay router. This can prevent recalculation of network-wide routes triggered when a collector is offline.
The analyzer cluster connects to the overlay network. It is recommended that the analyzer cluster and collector cluster be deployed on the same leaf node. This can prevent the collector and analyzer cluster from generating east-to-west cross-leaf traffic. The collector cluster and analyzer cluster need to be interconnected through the overlay network. If the collector cluster is deployed remotely, the communication bandwidth between the collector and analyzer must be greater than or equal to 10 Gbit/s. FabricInsight supports inband management and outband management.
3.3.2  Collector Connections
The following describes the recommended collector cluster deployment mode, which improves the reliability of the collector cluster through dual access and bond technologies.
Outband Management
The following figure shows the cable connections of the FabricInsight collector cluster in outband management mode. The network ports on the device management plane of the collector must be connected to the management switch. Other network ports on the service plane must be connected to the FabricInsight leaf switch. Dual access is used for network ports on the clock synchronization plane (PTP) and packet collection plane to improve reliability. The network ports on the device management plane and data report plane are bonded with FabricInsight Leaf1 & Leaf2 switches to improve reliability.
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Inband Management
The difference between inband management and outband management of the collector is as follows: In inband management mode, the packet collection plane and device management plane are co-deployed and use the same physical network port for external communication. The cable connections of other service planes are the same as those in the outband management mode.
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3.3.3  Analyzer Connections
The recommended deployment mode of the FabricInsight analyzer cluster is as follows. The analyzer cluster does not have inband management and outband management. The network ports on each service plane are bonded with the FabricInsight Leaf1 & Leaf2 switches to improve the reliability of the analyzer.
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3.3.4  OSPF Route Planning
Outband Management Mode
In outband management mode, the device management plane of the collector needs to be directly connected to the outband management switch. (For details, see collector connections in the outband management mode.) Each collector needs to be configured with a default route to the FabricInsight Leaf node, ensuring that reachable routes exist between the device management plane of the collector and the device node. In addition, the packet collection plane needs to advertise OSPF routes of VIPs. The collector advertises a unified VIP route to the FabricInsight Leaf node through OSPF 400. OSPF 200 of FabricInsight Leaf introduces the route of OSPF 400 and a route-policy is configured to prevent local route advertisement on the interface. Only the VIP is advertised to external system. This prevents the up/down message of the collector interface from being advertised to the entire network to trigger the recalculation of the route status on the entire network.
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Inband Management Mode
In inband management mode, the device management plane and packet collection plane of the collector are co-deployed and use the same network port for external communication. (For details, see collector connections in the inband management mode.) In addition, OSPF 400 on the collector needs to send routes of the IP address of the data collection port on the collector and the ERSPAN destination IP address to the SPINE node.
3.4  Storage Data Management
Data Table Structure and Default Storage Duration
The following table describes data stored in FabricInsight. The storage scale of ERSPAN flows is calculated based on 10000 TCP flows per second.
Table 3-4 FabricInsight database table structure
	Type
	Data Table
	Data Table Name
	Purpose
	Data Scale
	Data Table Type
	Storage Period

	ERSPAN Flow Analysis
	Flow event details table
	fi_dc_flow_evt_detail
	Stores TCP flow event details, including the packet forwarding route, latency, and traffic volume.
	40000 records per second
	Original table
	One week

	
	Session statistics aggregation table with a granularity of five minutes
	fi_dc_ip_conv_5_min_stats
	Stores TCP session statistics.
	N/A
	Aggregation table
	One month

	
	Session statistics aggregation table with a granularity of one hour
	fi_dc_ip_conv_1_hour_stats
	Stores session statistics aggregated with a granularity of one hour.
	N/A
	Aggregation table
	One month

	
	Abnormal session statistics table
	fi_dc_abn_sess_detail
	Stores statistics about abnormal TCP sessions, including SYN connection setup failure and SYNACK connection setup failure sessions.
	N/A
	Original table
	One week

	
	Network link statistics aggregation table with a granularity of five minutes
	fi_dc_link_5_min_stats
	Stores statistics collected by link, including the number of flow events, traffic volume, and latency.
	N/A
	Aggregation table
	One month

	
	Network device statistics aggregation table with a granularity of five minutes
	fi_dc_device_5_min_stats
	Stores statistics collected by device, including the number of flow events, traffic volume, and latency.
	N/A
	Aggregation table
	One month

	
	VM statistics aggregation table with a granularity of five minutes
	fi_dc_host_access_5_min_stats
	Stores VM statistics.
	N/A
	Aggregation table
	One month

	Cluster status monitoring
	Collector status monitoring table
	fi_dc_sm_ca_1_min_stats
	Stores collector monitoring data, including the number of collected packets, CPU usage, and memory usage.
	One record for each collector node in each minute
	Aggregation table
	One month

	
	Analyzer status monitoring table
	fi_dc_sm_an_1_min_stats
	Stores analyzer monitoring data, including the disk usage and total number of TCP session records.
	One record for each analyzer node in each minute
	Aggregation table
	One month

	Telemetry performance metrics
	Device-level performance metric aggregation table with a granularity of one minute
	fi_dc_kpi_ne_1_min_stats
	Stores device-level performance metrics. The minimum granularity is one minute.
	One record for each device in each minute
	Aggregation table
	One month

	
	Device-level performance metric aggregation table with a granularity of one hour
	fi_dc_kpi_ne_1_hour_stats
	Stores device-level performance metric data aggregated with a granularity of one hour. 
	One record for each device in each hour
	Aggregation table
	One month

	
	Port-level performance metric aggregation table with a granularity of one minute
	fi_dc_kpi_port_1_min_stats
	Stores port-level performance metrics. The minimum granularity is one minute.
	One record for each port in each minute
	Aggregation table
	One month

	
	Port-level performance metric aggregation table with a granularity of one hour
	fi_dc_kpi_port_1_hour_stats
	Stores port-level performance metric data aggregated with a granularity of one hour. 
	One record for each port in each hour
	Aggregation table
	One month

	
	Queue-level performance metric original table
	fi_dc_kpi_queue_raw
	Stores queue-level performance metric data, which is reported in the original granularity.
	N/A
	Original table
	One week

	
	Queue-level performance metric aggregation table with a granularity of one hour
	fi_dc_kpi_queue_1_hour_stats
	Stores queue-level performance metric data aggregated with a granularity of one hour. 
	N/A
	Aggregation table
	One month

	
	Optical module performance metric aggregation table with a granularity of one hour
	fi_dc_kpi_optical_1_hour_stats
	Stores optical module performance metrics. The minimum granularity is one hour.
	One record for each optical module in each hour
	Aggregation table
	One month

	
	Packet loss behavior event original table
	fi_dc_pktloss_evt_detail
	Stores data about forwarding packet loss and congested packet loss, which is reported by the original granularity. 
	N/A
	Original table
	One week

	Dynamic baseline and exception detection
	Dynamic baseline table of device-level performance metrics
	fi_dc_ai_dbl_device
	Stores the dynamic baseline data of device-level performance metrics. The granularity is one minute.
	One record for each device in each minute
	Aggregation table
	One month

	
	Dynamic baseline table of port-level performance metrics
	fi_dc_ai_dbl_interface
	Stores the dynamic baseline data of port-level performance metrics. The granularity is one minute.
	One record for each device in each minute
	Aggregation table
	One month

	
	Baseline exception event table
	fi_dc_kpi_abn_evt_detail
	Stores exception detection result data that exceeds the baseline.
	N/A
	Aggregation table
	One month

	
	Optical module fault prediction table
	fi_dc_fault_pred_optical
	Stores the prediction results of optical module faults.
	N/A
	Aggregation table
	Two2 weeks
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6. The data storage duration in the table is the default one. You can change the storage duration on the management page.
7. The aggregation rate of the session statistics table is about 0.1. The experience value is obtained from Huawei IT environment and is for reference only.
8. The data scale of the network device and network link statistics tables depends on the number of devices and links in the actual environment.
Data Storage Duration Adjustment
By default, data in the data tables of the original type on FabricInsight is stored for one week, and data in the data tables of the aggregation type on FabricInsight is stored for one month. You can manually adjust the default storage duration of data tables on the management page. Limited by the disk space of the server, the maximum storage duration of the original data table cannot exceed one month, and the maximum storage duration of the aggregation data table cannot exceed one year.
The following uses the device-level performance metric aggregation table with a granularity of one hour (fi_dc_kpi_ne_1_hour_stats) as an example to describe how to adjust the storage duration of the table on the FabricInsight management page.
Step 2 Log in to the FabricInsight management plane and choose Application > Big Data Manager > Dump to go to the database table dump setting page. 
[image: image54.png]@ Fabricnsight o

@ The list show the dump rules of all dataset

4 Refresh

Dataset name ¢

fi_dc_abn_sess_detail
fi_dc_device_5_min_stats
fi_dc_fault_pred_optical
fi_dc_flow_evt_detail
fi_dc_host_access_5_min_stats
fi_dc_ip_conv_1_hour_stats
fi_dc_ip_conv_5_min_stats

fi_dc_kpi_abn_evt_detail

]
O
O
O
O
O
O
O
O

fi_dc_kpi_ne_1_hour_stats

O

fi_dc_kpi_ne_1_min_stats

Total records: 19

Type

olap

olap

olap

olap

olap

olap

olap

olap

olap

olap

Partition

RuniStop ¢

Run

Run

Run

Run

Run

Run

Run

Run

Run

Run

Action &

Remove

Remove

Remove

Remove

Remove

Remove

Remove

Remove

Remove

Remove

Deployment Resource Application Maintenance Backup and Restore  System

Defaulttimetolive ¢ Timetolive ¢

1Year

30Day

14Day

1Year

1Year

30Day

30Day

30Day

30Day

30Day

olap

Dump start time

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

2018-06-23 10:04:40

Dump st

Success

Success

Success

Success

Success

Success

Success

Success

Success

Success

o @

Operation

Dump history
Dump history
Dump history
Dump history
Dump history
Dump history
Dump history
Dump history
Dump history

Dump history

& admin

Stop

Stop

Stop

Stop

Stop

Stop

Stop

Stop

Stop

Stop





Step 3 Enter the name of the data table whose storage duration needs to be changed in the search box at the upper right corner of the page and click Search. (You can find the name of the target data table based on table 1. In this example, the data table name is fi_dc_kpi_ne_1_hour_stats.) The search result is displayed.
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As shown in the figure, data in the table is stored for one month by default. 
Step 4 Select the name of the data table (fi_dc_kpi_ne_1_hour_stats in this example) whose storage duration needs to be changed, click the editing button in the operation column, and change the data storage duration. This function supports batch operations. Assume that the storage duration of the data table is changed from one month to six months. Set the storage duration to six months and click OK to save the settings.
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After the modification, the storage duration of the ion of the fi_dc_kpi_ne_1_hour_stats table is changed to six months.
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----End
Data Dumping and Import
Limited by the disk space of the server, the maximum storage duration of the original data table cannot exceed one month, and the maximum storage duration of the aggregation data table cannot exceed one year. How can I query original data generated one month ago? FabricInsight provides the function of dumping and importing data. You can use this function to dump data to an external storage server through SFTP. To query historical data, you can import the data from an external storage server to FabricInsight. In this way, the disk space of the FabricInsight server can be saved, and historical data can be played back as required.
The following uses the flow event details table (fi_dc_flow_evt_detail) as an example to describe how to dump and import data on the FabricInsight management page.
1. Data dumping settings
Step 5 Find the data table to be adjusted by referring to step 1 and step 2 in the data storage duration adjustment section. In this example, the data table is fi_dc_flow_evt_detail. Data in the table is stored for seven days and no data dumping task is created. 
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Step 6 Select the data table (fi_dc_flow_evt_detail in this example) for which a dumping task needs to be created, set the IP address, port number, user name, and password of the external storage SFTP server, and click OK to save the settings. 
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After the modification, the data processing policy of the fi_dc_flow_evt_detail table is changed to dumping.
[image: image60.png]
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2. Data import settings
Step 7 Log in to the FabricInsight management plane, choose Application > Big Data Manager > Load to go to the data table import setting page, enter the name of the table to be imported (fi_dc_flow_evt_detail in this example) in the search box at the upper right corner of the page, and click Search. The following figure shows the search result. 
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Step 8 Select the data table to be imported (fi_dc_flow_evt_detail in this example), and set the time range of the data to be imported, and click OK to save the settings. (The system automatically sets the IP address and port number of the SFTP server configured for the dumping task of the data table.)
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After the setting is successful, the system imports the data of the specified time range from the external SFTP server to FabricInsight. After the data is imported, you can view the data in the time range on the FabricInsight page.
----End
Storage Rule of the Flow Event Details Table
By default, the flow event details table stores only abnormal flow events (TCP retransmission, abnormal TTL, TCP RST, and abnormal TCP Flag) and long flows (TCP flows that are not terminated within 10 seconds). For a TCP session, two TCP flow events (SYN event and SYNACK event) are generated during connection setup and two TCP flow events (FINACK event in the request direction and FINACK event in the response direction) are generated during connection teardown. If any of the events is abnormal, the connection setup and teardown events are saved to the flow event details table. As shown in the following figure, SYN retransmission occurs in the TCP session between 172.1.2.40:22181 and 192.168.2.84:38046. Therefore, flow events related to the session are saved to the flow event details table.
Figure 3-4 Flow event page
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4  Typical Application Scenarios
4.1  TCP Connection Setup Failure Analysis
4.2  TCP RST Packet Analysis
4.3  Proactive Prediction of Abnormal Device Metrics and Correlation Flow Analysis
4.1  TCP Connection Setup Failure Analysis
Generally, the TCP connection setup failure is caused by that the client receives no response from the server after the TCP SYN packet is retransmitted several times. If TCP connection setup failure occurs occasionally, it may be caused by packet loss upon network congestion, which is not a problem. However, if the TCP connection setup failure is not an occasional phenomenon and occurs in a certain rule, there may be optimization space. 
FabricInsight can identify TCP SYN packet retransmission and connection setup failures. In addition, FabricInsight provides related functions to analyze connection setup failures. The following uses a real case as an example to describe the general process of connection setup failure analysis. 
Step 1 On the Network page, you can check whether connection setup failure occurs on the network. As shown in the following figure, the network is in good condition and only a few connection setup failures occur. Further analysis is required to determine whether the connection setup failure events have a certain rule.
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Step 2 Use the heatmap in the dashboard to analyze the connection setup failure. As shown in the following figure, connection setup failure events occur intensively. Especially, connection setup failure events occur between an IP address and multiple IP addresses. 
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Step 3 On the Event page, filter connection setup failure events for detailed analysis. As shown in the following figure, the connection setup failure events are scattered from the perspective of the source IP address and are not centralized on a port from the perspective of the destination port. In addition, the connection setup failure time is within one second. Therefore, it can be preliminarily determined that the events are not closely associated with the client and destination port and are closely related only to the destination IP address.
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Step 4 View details about an event. As shown in the preceding figure, the TCP connection experience four times of TCP SYN packet retransmission. Each event passes through a leaf node during transmission. Actually, the two IP addresses are across leaf nodes. If the network is normal, both the spine node and the last-hop leaf node receive packets. Therefore, it can be preliminarily determined that the fault is caused by packet loss on the network. The fault point is between the spine node and peer leaf node.
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4.2  TCP RST Packet Analysis
TCP RST Packet Introduction
The TCP RST events may be caused by TCP RST attack or improper application implementation. The events may even be normal. Generally, TCP RST packets are generated in the following scenarios:
· No process is listening on the destination port when the TCP connection request arrives at the port. 
· A TCP connection is torn down abnormally. When a TCP connection is torn down through FIN packets, the FIN/ACK and ACK packets need to be exchanged twice. When a TCP connection is torn down through RST packets, the packets need to be sent once only. Therefore, an application may send RST packets to quickly tear down a TCP connection.
· The connection is half closed. When one of the two parties of the TCP interaction still receives data on a closed TCP connection, TCP RST packets are generated. For example, the client initiates a connection teardown request and sends a FIN packet to the server. After sending the FIN packet, the client waits for the FIN packet returned by the server. However, if the client receives the last data packet (PSH) sent by the server before the FIN packet arrives at the client, the client immediately sends a TCP RST packet to the server to notify the server that the current connection needs to be reset.
FabricInsight can be used to analyze TCP RST packets on the network and identify the normal and abnormal TCP RST packets. The following uses an example to describe the analysis process of TCP RST packets.
Case 1: TCP RST packets are generated due to improper application implementation mechanism.
Step 1 Use the network function to view the network topology and view the total number of abnormal events and the proportion of various abnormal events. As shown in the following figure, the proportion of TCP RST events is the largest. A large number of TCP connections on the network are reset. Further analysis is required to determine the specific causes.
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Step 2 Analyze the IP address with the largest number of RST events through the top N RST events in the dashboard. As shown in the following figure, TCP RST events are evenly distributed in the request direction and the average number of RST events of top 10 IP addresses is between 5000 and 5300. However, almost all TCP RST events are distributed on the first IP address in the response direction. 
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Step 3 Analyze the combination of IP address and port number with the maximum number of TCP RST events by analyzing the number of top TCP RST events on the dashboard. As shown in the following figure, the port with the maximum number of RST events is 21008 in the first row.
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Step 4 On the Event page, view details about the interaction between two VMs to determine whether an RST event is normal.
The following figure shows the interaction between a VM and XXX.168:20018. A TCP connection is reset about every 10 to 20 seconds. The RST event has certain regularity from the time dimension.
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View details about another event. It is found that the connection lasts only a few milliseconds. In addition, the connection is actively reset by the client. After initiating a request to reset the connection (sending a FIN packet), the client sends a RST&ACK packet. Therefore, the cause is that the client receives a data packet before receiving a FIN packet from the server. 
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Summary: A TCP connection to port 20018 is reset about every 10 to 20 seconds and the connection lasts only a few milliseconds. The SYN, SYN&ACK, and FIN&ACK packets all exist on the event details page, indicating that the TCP connection is set up normally. In addition, the TCP connection teardown is actively initiated by the client. After initiating the connection teardown, the client receives data packets from the server. As a result, RST packets are generated. Since the short connections have a fixed interval, the problem may be caused by some implementation mechanisms of the application. In this case, the problem is caused by improper heartbeat mechanism implementation of the application. 
Case 2: RST packets are generated due to application migration. 
In addition to the TCP RST exception analysis described in the previous case, the environment also has the following exception: After the client sends a SYN packet, the server directly responds with an RST packet. For details about how to find the RST event, see the analysis procedure described in case 1. Here, you can directly filter the corresponding RST event based on the combination of the IP address and event status on the flow event page.
Multiple clients initiate TCP connections to port 8882 on server 113. However, the server directly responds with only RST packets. In this case, the service corresponding to port 8882 on server 113 may be faulty, which causes that the corresponding port is not listened. Or, the service has been removed from server 113. Finally, O&M personnel confirms that the application service corresponding to port 8882 has been migrated from server 113 to another server. However, the client did not synchronize the information. As a result, TCP RST packets are generated. 
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Summary: When a TCP connection has only SYN and RST events, it can be determined that the connection is abnormal. O&M personnel need to assist in analyzing the RST packet generation cause.
4.3  Proactive Prediction of Abnormal Device Metrics and Correlation Flow Analysis
Scenario
Services are interrupted in a DC. It is found that performance metrics deteriorate several hours before the service interruption. However, traditional O&M cannot provide an accurate and reasonable threshold. As a result, the system does not determine that the service is abnormal until a service complaint is reported.
Figure 4-1 Service interruption caused by device performance metric deterioration
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As shown in the preceding figure, the metric data of the measurement object is relatively stable before 11:00 and after 21:00. Starting from 11:00, the metric data deteriorates and services are interrupted at 19:00. Traditional O&M methods use static thresholds to identify metric threshold alarms. However, static thresholds have many problems. For example, the thresholds cannot be properly defined, and service metric changes cannot be proactively identified. In this case, you cannot determine whether a fault is a normal behavior or an abnormal behavior and predict abnormal metrics before the threshold is exceeded.
The problem can be solved based on dynamic baseline and exception detection AI algorithms. 
Figure 4-2 Abnormal detection based on the dynamic baseline can identify network exceptions in advance.
[image: image75.png]Service performance decline  Business interruption
for 8 hours for 1 hour

Dynamic baseline area





After the dynamic baseline is introduced, FabricInsight can identify network metric deterioration before service interruption. As shown in the preceding figure, FabricInsight can identify the metric baseline exception at about 11:30. You can use the analysis results provided on FabricInsight to rectify faults in advance, preventing service interruption.
Daily Analysis Procedure:
In this version, FabricInsight creates CPU/memory usage baselines for all connected CE devices and boards, and creates baselines of the number of received/sent packets for interfaces of physical links by default. For details about the supported metrics and data, see section 2.3.2.
Step 2 Choose Telemetry from the main menu. The Telemetry page is displayed. Information is displayed by resource types such as device, board, interface, queue, and optical module on different tab pages on the Telemetry page. Take the Device tab page as an example. After you select a metric (CPU/memory usage), FabricInsight sorts top devices in descending order based on the metric. The sorted results are displayed in the area distribution chart. You can select one or more devices to perform data correlation analysis for the metric. The metric statistics trend chart of the selected device is displayed on the page.
Step 3 Click the exception button at the upper part of the area distribution chart. The system displays the measurement objects with baseline exceptions in the query time range. You can also select one or more devices for correlation analysis. In addition to the metric statistics trend chart of the selected device, the dynamic baseline and exception detection data are also displayed on the page. You can quickly locate the time when the baseline exception occurs by clicking the left or right exception switch button at the upper part of the trend chart.
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Step 4 Check whether the status of the device, board, or interface with baseline exception is normal to prevent service interruption caused by metric deterioration. You can click a device to go to the device profile page and view detailed metrics of the device.
Step 5 Click an exception to view the exception occurrence time and flow behavior data that passes through the device or interface and has connection setup failures one minute before and after the occurrence time, and evaluate whether the device baseline exception affects service flows. On the Device/Board tab page, the system associates flows that pass through the device and have connection setup failures by default. On the Interface tab page, if the current device supports the ERSPAN enhancement feature and has the feature enabled (the packet forwarding route can be accurate to physical links), the system automatically queries flows that pass through the interface and have connection setup failures. Otherwise, the system still collects and displays flows that pass through the device and have connection setup failures.
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Step 6 Click the bar chart of flow connection setup failures. The Flow Event page is displayed. Query information by the 2-tuple information, event timestamp, and connection setup failure status. The Flow Event page displays the data after filtering. In this case, you can analyze the hop (device) where the packet is terminated based on the packet forwarding route. If the last hop of the packet is the current baseline exception device, there is a high probability that connection setup failure is caused by the device. 
----End
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9. In this version, dynamic baseline and exception detection are created only for some metrics of devices, boards, and interfaces with physical links. Therefore, the dynamic baseline and baseline exception data cannot be correlatively viewed on the queue and optical module tab pages on the Telemetry page.

